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École Polytechnique de Montréal
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Abstract. This paper deals with the class of discrete-time linear systems with random
abrupt changes and unknown transition probabilities. The stochastic stability and the
stochastic stabilization problems of this class of systems are revisited and new conditions
are developed in the LMI setting to either check the stochastic stability or to design the
state feedback controller that stochastically stabilizes the system under consideration. It
is shown that all the addressed problems can be solved if the corresponding developed
linear matrix inequalities (LMIs) are feasible. Numerical examples are employed to show
the usefulness of the proposed results.
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1. Introduction. Deterministic discrete-time systems represent an important class of
systems that has received considerable attention for the last decades. Different approaches
to tackle the stability and the stabilization problems of this class of systems were pro-
posed and reported in the literature. Among these results, we quote [10, 11, 12] and the
references therein.

In the stochastic framework, studies show that Markov jump systems are more appro-
priate to model some practical systems that we can find in manufacturing systems, power
systems, network control systems, etc. The class of Markov jump systems has attracted
a lot of researchers from control and operations research communities and more efforts
have been done on different subjects related to this class of systems either for continuous-
time or discrete-time cases. Most of the control problems for these systems have been
tackled and interesting results have been reported in the literature. For more details on
this subject, we refer the reader to Boukas [3] for the continuous-time case and Costa
et al. [6] for the discrete-time case and the references in these volumes. Other results
can be found in [1, 2, 4, 8, 9] and the references therein. Most of the results reported in
the literature assumed the complete knowledge of the dynamics of the Markov process
that describes the switching between the system modes, except in few continuous-time
cases [1, 9, 7] where uncertainties (norm bounded and polytopic) were considered on the
transition rates. For the discrete-time case, only results with complete knowledge of the
transition probabilities were reported. But practically, the availability of all the transition
probabilities is not realistic since it is very difficult and more expensive to know exactly
all the transition probabilities for the discrete-time case, for instance, and therefore the
results developed earlier can not be applied to practical systems.
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