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Abstract. Action recognition is important in the field of intelligent security and surveil-
lance. However, most surveillance cameras can only capture in one direction with limited
viewing angle. This paper proposes an edge enhancement template-based method of om-
nidirectional action recognition that is able to detect specific actions at a 360 degree
of view. A MACH filter captures intra-class variability by synthesizing a single action
MACH filter for a given action class. The proposed method, based on the wavelet MACH
filter, provides additional flexibility of an adaptive choice of wavelet scale factors and,
in doing so, enables the selection of the size and orientation of the smoothing function
in edge enhancement to optimize the performance of the MACH filter. Moreover, the
use of wavelet transform improves the performance of the MACH filter by enhancing the
cross-correlation peak intensity in the recognition process. The unwarping of an omnidi-
rectional image into a panoramic image further enables action recognition in 360 degree
wide angle of view.
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1. Introduction. Identifying moving objects from a video sequence is a fundamental and
critical task in many computer-vision applications. In computer vision research, motion
has played an important role for the past thirty years. A major goal of current computer
vision research is to recognize and understand human motion [1]. Detection of moving
objects in video can be difficult for several reasons. We need to account for possible motion
of the camera, changes in illumination of a scene, background objects such as waving trees,
or vehicles in motion, etc. Once the moving objects have been identified, tracking them
through the video sequence can also be difficult, especially when the objects being tracked
are occluded by buildings, or move in and out of the frame due to the motion of the camera
[2]. Currently, the main detection algorithms include frame difference method, background
subtraction method, optical flow method and statistical learning method [3-7]. Each
method has its own advantages and disadvantages. For example, the frame difference and
background subtraction methods are simple and easy to implement but are sensitive to
illumination changes and changes in the background geometry. Optical flow and statistical
learning methods provide higher accuracy in moving object detection but involve complex
computation. Zhan [8] introduced an improved moving object detection based on frame
difference and edge detection. Combining frame difference with edge detection reduces the
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