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ABSTRACT. In 2008, an electronic cash scheme with multiple banks based on group signatures was proposed by Wang et al. They adopted a group blind signature scheme based on bilinear pairings to generate the electronic cash and it can be verified by the bilinear pairings operation. However, we find some security problems in their approach. By the way, the cost of communication and computation in their scheme can be improved further. Hence, we propose an efficient and secure e-cash scheme from bilinear pairings with multiple banks. Not only can our approach solve all the security problems in Wang et al.’s scheme but also offer lower computation and communication cost.
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1. Introduction. With the flourishing development of the Internet technology, the phenomenon of people performing financial transactions via the Internet is gradually popular in the e-commerce environment. This situation is called electronic payment service [9, 13, 18]. Because of the insecure Internet environment, customers will face any kinds of security threats when performing electronic payment service with banks. A malicious attacker can carry out eavesdropping, tampering, stealing or performing other illegal acts on the customers’ transaction data when they are doing this service with banks. Then it will result in that consumers’ sensitive privacy information (such as customers’ identity and password of financial cards) is stolen and she/he can impersonate one of customers to withdraw e-cash from banks. In order to prevent these threats happening, the electronic payment services must consider the security requirements including the authentication of customers, confidentiality of e-cash, and non-repudiation of e-cash.

When a customer pays her/his e-cash to a merchant, it should make that the merchant and the bank do not know who pays the e-cash anonymously. By the way, the merchant should be able to check the e-cash fast by using efficient e-cash verification method. In 1983, the first electronic cash (e-cash) was proposed by Chuan [4] and it adopted the blind signature as the building primitive.

In the meanwhile, there were some signature schemes [2, 21, 23] and some electronic cash payment mechanisms [14, 19, 22] also proposed. For the growing emphasis on the privacy protection of customers in electronic payment systems, the blind signature seems to be a perfect solution. Nevertheless, the blind signature cannot offer the fully anonymity
protection to the customers. So the problem of unconditional anonymity was also indicated by Solms and Naccache [16]. On the other hand, in order to provide the traceability on the e-cash, a fair blind signature scheme was proposed by Stadler et al. [12] in 1996. This scheme allows the judge to trace and derive the real identity of the customer if needed.

To our best knowledge, some papers focus on making the key management processes simple in traditional PKI environment. However, there has the certificate management and revoking problems in these papers. In order to solve these problems, the idea of identity-based signature and encryption was proposed by Shamir [1] in 1985. The main concept shows that the system embeds the customer’s public information (ex: name, e-mail address, or other identity information) into her/his public key in the key generation stage. Each customer can easily verify their public key through the public information without interacting with CA (Certificate Authority). Hence, the CA can also reduce the management loading of each customer’s public key and certificate. In 1997, Park et al. [15] proposed an ID-based group signature scheme which used the public keys and identities of group members to verify the group signature produced by one of members. Moreover, there must be an assumption that the group signing key must be produced by a trusted third party called the group manager. Under this assumption, it also causes the key escrow problem due to the trusted level of the group manager. In 2003, in order to solve the key escrow problem [5] in the ID-based system, Chen et al. [20] introduced a new ID-based system based on pairings.

In general, most of the above proposed e-cash schemes assume that the customers and the merchants open their accounts in the same bank and only this dedicated bank can withdraw and deposit the e-cash to their accounts, respectively. However, the customers and the merchants may belong to the different banks in real life. This causes the inconvenient situation by using one of the above schemes directly. Thus, in order to solve this problem, there were many papers proposed [8, 17] in literature. In 2001, an electronic cash system with multiple banks was proposed by Zhang et al. [8]. In 2008, Wang et al. [17] proposed an electronic cash scheme based on an ID-based group signature. Their scheme is to remove the assumption of a trusted third party in Zhang et al.’s system. Wang et al. also claimed that their scheme is secure. Nevertheless, we found that it does not satisfy the unforgeable requirement since an attacker can impersonate to be a customer withdrawing a valid e-cash from the bank in their scheme. In order to solve this problem, we propose an efficient e-cash scheme with multiple banks that not only can preserve all the nice properties of Wang et al.’s scheme but also can solve the security problems in their scheme.

The remainder of this paper is organized as follows. We briefly introduce some preliminaries used in our scheme in Section 2. Our e-cash construction is presented in Section 3. In Section 4, we describe the correctness and security considerations of our scheme and performance comparison is also shown. In Section 5, a concluding remark is given.

2. Preliminary.

2.1. Bilinear pairings and the underlying assumptions. The pairings refer to the corresponding linear map relationship between the two cyclic groups, so it is also called an admissible bilinear map. The set consists of all points on the elliptic curve which must establish the relationship of “group” in the abstract algebraic geometry, so the operation of the bilinear pairings can be applied to elliptic curve exactly. The bilinear pairings can be derived from the Weil or Tate pairings. The related parameters and symbols of the bilinear pairings are as follows. Let \((G_1, +)\) denote a cyclic additive group of a
prime order $q$ and $(G_2, \times)$ denote a cyclic multiplicative group of a prime order $q$. Let $e : G_1 \times G_1 \to G_2$ be a bilinear pairing. The bilinear pairing must satisfy the following three properties.

1. Bilinear: for all $P, Q \in G_1$ and $a, b \in \mathbb{Z}_q^*$,
   $$e(aP, bQ) = e(abP, Q) = e(P, abQ) = e(P, Q)^{ab}.$$

2. Non-degeneration: for all $P \in G_1$ and $Q \in G_1$, such that $e(P, Q) \neq 1$.

3. Computability: for any $P, Q \in G_1$, there is an efficient algorithm to compute $e(P, Q)$ in polynomial time.

We continue to make a description of some hard problems which are related to bilinear pairings.

1. Discrete Logarithm Problem (DLP):
   Given two elements $P, Q \in G_1$, DLP is to calculate an integer $n$, such that $Q = nP$.

2. Computational Diffie-Hellman problem (CDHP):
   Given $(P, aP, bP)$, where $P \in G_1$ and $a, b \in \mathbb{Z}_q^*$, CDHP is to compute $abP$.

3. Inverse Computational Diffie-Hellman Problem (Inv-CDHP):
   Given $P, aP, a \in \mathbb{Z}_q^*$, Inv-CDHP is to compute $a^{-1}P$. It is a variation of CDHP.

We assume that there does not exist any polynomial time algorithm to solve DLP, CDHP, and Inv-CDHP with a non-negligible probability.

2.2. Tan et al.‘s ID-based group signature scheme from bilinear maps. In 2003, an ID-based group signature scheme from bilinear maps was proposed by Tan et al. [25]. Their scheme is based on the key-escrow method in Chen et al.’s scheme [20]. Let $G_1$ and $G_2$ be two cyclic groups of a prime order $q$ and $e : G_1 \times G_1 \to G_2$ be a bilinear pairing function. Let $h_1 : \{0, 1\}^* \times G_1 \to \mathbb{Z}_q^*$ and $h_2 : \{0, 1\}^* \times G_1 \to G_1$ be two hash functions. We briefly describe it in the following.

1. The setup phase: The key control center (KCC for short) first announces the public information $(e, q, P, P_{\text{pub}}, G_1, G_2, h_1, h_2)$. Let $P_{\text{pub}} = sP$ be the public key of KCC, where $s$ be a master private key and $h_1, h_2$ be two hash functions.

2. The extracting phase: A user $A$ computes her/his public key $rP$, where $r$ is a random number. $A$ transmits $rP$ and her/his identity $ID_A$ to KCC. Then KCC computes $S_{ID_A} = sh_2(ID_A||rP)$ and sends it back to $A$.

3. The joining phase: $A$ computes $(rP, xP, ID_A, rxP)$ and forwards it to KCC, where $x$ is a random number. KCC uses the equation $S_{ID_A} = sh_2(ID_A||rP)$ to prove that $A$ knows $S_{ID_A}$ and verifies whether $e(rxP, P) = e(xP, rP)$ or not. If these two equations are satisfied, KCC generates the partial certificate $S_A = sh_2(ID_A||rxP)$ for $A$. Thus, $(S_A, rxP)$ is the member certificate of $ID_A$.

4. The signing phase: Let $m$ be the message to be signed. $A$ generates $U = k_1rxP$ and computes $W = (q - k_1)xP$, $R = k_2h_2(ID_A||U + W)$, $H = h_1(U + W + R)$ and $V = Hk_2S_A + k_1rxh_2(m||U + W + R)$, where $k_1, k_2$ are two random values of $\mathbb{Z}_q^*$. Finally, $(U, W, R, V)$ is the group signature of the message $m$.

5. The verification phase: The verifier has to compute $H = h_1(U + W + R)$ to check the validity by using the equation $e(V, P) = e(R, P_{\text{pub}})H \cdot e(h_2(m||U + W + R), U)$.

6. The opening phase: When KCC gets a signature of $m$, KCC can use the following three equations $e(U, P)e(W, rP) = e(rxP, P)$, $e(S_A, P) = e(h_2(ID_A||rxP), P_{\text{pub}})$, and $e(S_{ID_A}, P) = e(h_2(ID_A||rP), P_{\text{pub}})$ to find out the identity of the user $A$.

3. Our Proposed Scheme. Now we propose our e-cash scheme based on group signatures. There are four kinds of participants: the central bank, the banks, the customer and
the merchant which are involved in our scheme. The central bank needs to do the enrollment of any bank and any customer in a group and also records all the related information about the legitimate members of the group which includes the members’ public keys. The central bank has privilege to manage and revoke the bank or customer’s permissions in the group. If the double spending happens, it can trace and reveal the real identity of the customer. On the other hand, each bank can issue the e-cash to the customer. Before issuing the e-cash, the bank must verify whether the customer is the group member or not. If yes, the signing process will continue. Otherwise, this transaction will be aborted. Any customer can withdraw the e-cash from her/his registered bank. In the payment phase, the merchant needs to verify the signature of e-cash and transaction information provided from the customer.

3.1. Notations. The notations used in our proposed scheme are defined in the following.

1. $\hat{e}$: a bilinear pairing function, where $\hat{e}: G_1 \times G_1 \rightarrow G_2$.
2. $(G_1, +), (G_2, \cdot)$: two cyclic groups which are generated from the original point $P$ in an order $q$.
3. $H(\cdot), H_1(\cdot)$: two hash functions, where $H(\cdot): \{0, 1\}^* \rightarrow Z_q^*$ and $H_1(\cdot): \{0, 1\}^* \rightarrow G_1$.
4. $(r_c, S_{ID_C})$: the private key of the customer with the identity $ID_C$.
5. $(r_b, S_{ID_B})$: the private key of the bank with the identity $ID_B$.
6. $\left(\frac{r_c P, x_{c_i} P}{H(x_{c_i} P) + H(r_c)} P\right)$: three public keys of the customer $ID_C$.
7. $\left(\frac{1}{H(x_{c_i} P) + H(r_c)}, P, S_{C_i}\right)$: the member certificate of the customer $ID_C$.

3.2. The setup protocol. The central bank generates her/his master secret key $s \in Z_q^*$ and her/his public key $P_{pub} = sP$. The information $< G_1, G_2, \hat{e}, q, P, P_{pub}, H, H_1 >$ are announced by the central bank. Then, the customer and each bank must set up their public/private keys in the central bank, respectively.

A. The customer:

**Step 1:** The customer randomly chooses a secret value $r_c \in Z_q^*$ and generates the corresponding public key $r_c P$. Then she/he sends the public key to the central bank.

**Step 2:** After the central bank received $r_c P$, she/he will compute $S_{ID_C} = sQ_{ID_C} = sH_1(ID_C, || t_i, r_c P)$ with the master key $s$. Then the central bank will forward $S_{ID_C}$ back to the customer. Let $Q_{ID_C}$ be the public key of $ID_C$, and $t_i$ denote the valid time period for $r_c$. After preparing these information, she/he forwards them to $ID_B$, securely.

**Step 3:** Finally, the customer can obtain her/his private key $(r_c, S_{ID_C})$.

B. The bank:

**Step 1:** The bank computes the public key $r_b P$ with a random value $r_b \in Z_q^*$ and forwards it to the central bank.

**Step 2:** After receiving it from the bank $B_i$, the central bank produces $S_{ID_B_i} = sQ_{ID_B_i} = sH_1(ID_B_i, || T_i, r_b P)$, where $Q_{ID_B_i}$ is the public key of $ID_B_i$ and $T_i$ denotes the valid time period for $r_b$. Then she/he forwards this information to $ID_B$, securely.

**Step 3:** The bank $B_i$ also can obtain the private key $(r_b, S_{ID_B_i})$ for her/him.

3.3. The registration protocol. Any new group member ($B_i$ or $C_i$) who attempts to participate in the e-cash payment scheme must perform a request to the central bank for allowing her/him joining the group.
If a customer $C_i$ attempts to join a group, she/he then performs in the following.

**Step 1:** $C_i$ chooses a secret value $x_{c_i} \in Z_q^*$ and generates the relative public key $x_{c_i}P$. $C_i$ then submits the information $(r_cP, x_{c_i}P, \frac{1}{H(x_{c_i}P)+H(r_c)} P, ID_{C_i}, S_{ID_{C_i}})$ to the central bank.

**Step 2:** When the central bank obtains the information, she/he uses the following two verification Equations (1) and (2) to verify whether the public keys $ID_{C_i}$ and $S_{ID_{C_i}}$ are correct or not. If yes, the central bank will send $S_{c_i} = sH_1 \left( t_i, \frac{1}{H(x_{c_i}P)+H(r_c)} P \right)$ to $ID_{C_i}$ secretly. Otherwise, this phase will be stopped. Then the central bank records $(r_cP, x_{c_i}P, \frac{1}{H(x_{c_i}P)+H(r_c)} P, ID_{C_i})$ in the customer member table in private.

$$S_{ID_{C_i}} = sH_1(ID_{C_i} || t_i, r_cP), \hspace{1cm} (1)$$

$$\hat{\epsilon} \left( H(x_{c_i}P)P + H(r_c)P, \frac{1}{H(x_{c_i}P)+H(r_c)} P \right) = \hat{\epsilon}(P, P). \hspace{1cm} (2)$$

**Step 3:** On receiving the partial member certificate $S_{c_i}$ in Step 2, $C_i$ can verify $S_{c_i}$ by computing $\hat{\epsilon}(S_{c_i}, P) = \hat{\epsilon}\left( H_1(t_i, \frac{1}{H(x_{c_i}P)+H(r_c)} P), P_{pub}\right)$. If yes, the customer obtains her/his complete member certificate $(\frac{1}{H(x_{c_i}P)+H(r_c)} P, S_{c_i})$. 

**Step 4:** Then the central bank will forward the information $v_i = H(ID_{B_i}, S_{c_i})$ to each eligible bank $B_i$ ($i = 1, 2, 3, \ldots, k$) via a secure channel.

If a bank $B_i$ attempts to join a group, then she/he performs in the following. As the above three steps done by the customer, $B_i$ must run the same process to get her/his own member certificate. Then $B_i$ can use this certificate to generate the signature of electronic cash later. The registration process is shown in the following.

**Step 1:** $B_i$ randomly chooses a secret number $\alpha_{b_i} \in Z_q^*$ and computes the public key $\alpha_{b_i}P$. She/he forwards the information $(r_bP, \alpha_{b_i}P, \frac{1}{H(\alpha_{b_i}P)+H(r_b)} P, ID_{B_i}, S_{ID_{B_i}})$ to the central bank.

**Step 2:** When the central bank receives the request from $B_i$, she/he can check the correctness of the request by verifying if $S_{ID_{B_i}} = sH_1(ID_{B_i} || t_i, r_cP)$ and $\hat{\epsilon} \left( H(\alpha_{b_i}P)P + H(r_b)P, \frac{1}{H(\alpha_{b_i}P)+H(r_b)} P \right) = \hat{\epsilon}(P, P)$. If yes, the central bank records $(r_bP, \alpha_{b_i}P, \frac{1}{H(\alpha_{b_i}P)+H(r_b)} P, ID_{B_i})$ about $B_i$ in the bank member table. Then she/he generates $S_{B_i} = sH_1 \left( t_i, \frac{1}{H(\alpha_{b_i}P)+H(r_b)} P \right)$ and sends it back to $B_i$ secretly.

**Step 3:** Finally, $B_i$ can verify $S_{B_i}$ by using $\hat{\epsilon}(S_{B_i}, P) = \hat{\epsilon} \left( H_1 \left( T_i, \frac{1}{H(\alpha_{b_i}P)+H(r_b)} P \right), P_{pub} \right)$.

If it is valid, $B_i$ will get her/his member certificate $(\frac{1}{H(\alpha_{b_i}P)+H(r_b)} P)$. 

3.4. The withdrawal protocol. The participants in this phase are the customer and the bank. Before the customer requests for the signature of electronic cash from $B_i$, they should perform the authentication process. The customer and the bank have to prove that they know the secret $S_{c_i}$ between them. The authentication phase is shown in the following.

**Step 1:** The customer chooses a random number $rc_j \in Z_q^*$ and computes the hash value $v_i = H(ID_{B_i}, || S_i)$. Then she/he sends a request with a nonce $\gamma_1$ and the encrypted message $E_{v_i}(rc_j, H(ID_{B_i} || \gamma_1))$ to the bank $B_i$. 
Step 2: When $B_i$ receives the information from $C_i$, she/he will use the information $v_i = H(ID_{B_i}||S_i)$ received from the central bank to decrypt the encrypted message $E_{v_i}(rc_j, H(ID_{B_i}||\gamma_1))$ and check whether $\gamma_1$ is fresh or not. If yes, she/he chooses $rb_j \in Z_q^*$ and sends back the encrypted message $E_{v_i}(rb_j, \gamma_1 + 1, \gamma_2)$ to $C_i$.

Step 3: $C_i$ decrypts the received information by computing $D_{v_i}(E_{v_i}(rb_j, \gamma_1 + 1, \gamma_2))$ and checking if the nonce $\gamma_2$ is fresh. If yes, she/he computes $k_j = H(rb_j, rc_j, v_i)$. Then she/he forwards the encrypted message $E_{k_j}(\gamma_2 + 1)$ to $B_i$.

Now, we describe our proposed withdrawing process. We assume that the customer has passed the identity authentication with the bank $B_i$, so she/he can run the following steps with $B_i$ to withdraw her/his e-cash.

Step 1: $B_i$ randomly chooses a secret value $\kappa \in Z_q^*$ and then forwards the value $R = \kappa H_1 \left(T_i, \frac{1}{H(\alpha_{B_i})+H(r_B)} P\right)$ to $C_i$.

Step 2: $C_i$ randomly chooses a blinding factor $b \in Z_q^*$ to transform $R$ to $\hat{R}$ and computes $h$, where $\hat{R} = R + bP$ and $h = H(m, \hat{R})$. Then $C_i$ sends $h$ back to $B_i$.

Step 3: $B_i$ computes the information $\hat{V}$ and $W$, where $\hat{V} = \frac{1}{H(\alpha_{B_i})+H(r_B)} h$ and $W = (\kappa + \hat{V})S_{B_i}$, then sends them to $C_i$.

Step 4: $C_i$ computes $\hat{W} = W + bP_{pub}$.

If all steps are executed successfully, $C_i$ can get the blind group signature of $m$ signed by $B_i$. $C_i$ can acquire $\left(m, \hat{R}, \hat{V}, \hat{W}, T_i, \frac{1}{H(\alpha_{B_i})+H(r_B)} P\right)$ from $B_i$. Then $C_i$ can use the following steps to verify the validity of $\left(m, \hat{R}, \hat{V}, \hat{W}, T_i, \frac{1}{H(\alpha_{B_i})+H(r_B)} P\right)$. First, $C_i$ should compute $h = H(m, \hat{R})$ and $Q = H_1 \left(T_i, \frac{1}{H(\alpha_{B_i})+H(r_B)} P\right)$. She/he uses $e(\hat{W}, P) = e(\hat{R} + \hat{V}Q, P_{pub})$ to check if the e-cash is valid. If yes, the customer can accept the e-cash issued by $B_i$.

3.5. The payment protocol. When the customer $C_i$ pays the e-cash to the merchant $ID_s$, the merchant needs to check if the e-cash is correct by using the group public key. If the signature $\left(m, \hat{R}, \hat{V}, \hat{W}, T_i, \frac{1}{H(\alpha_{B_i})+H(r_B)} P\right)$ is valid, the customer signs the information on the transaction $\theta$ with her/his secure key $\frac{1}{H(x_cP)+H(r_c)}$ and member certificate $\left(\frac{1}{H(x_cP)+H(r_c)} P, S_{c_i}\right)$, where $\theta = (ID_s||time)$ including the identity $ID_s$ of the merchant and the current trading time $time$.

Step 1: $C_i$ chooses a random number $\varpi \in Z_q^*$ and computes the random value $R'' = \varpi H_1 \left(t_i, \frac{1}{H(x_cP)+H(r_c)} P\right)$, $h'' = H(\theta, R'')$, $V'' = \frac{1}{H(x_cP)+H(r_c)} h''$ and $W'' = (\varpi + V'')S_{c_i}$.

Step 2: $C_i$ sends $\left(\theta, R'', V'', W'', t_i, \frac{1}{H(x_cP)+H(r_c)} P\right)$ to the merchant.

Step 3: When the merchant receiving it from the customer, she/he checks whether $t_i$ expire or not. If no, she/he then computes $\hat{Q} = H_1 \left(t_i, \frac{1}{H(x_cP)+H(r_c)} P\right)$ and checks the correctness of $\left(\theta, R'', V'', W'', t_i, \frac{1}{H(x_cP)+H(r_c)} P\right)$ by verifying if $\hat{e}(W'', \hat{Q}) = \hat{e}(R'' + V''\hat{Q}, P_{pub})$. If yes, the customer can get the goods.

3.6. The deposit protocol. We also assume that the central bank has a check list which records the used e-cash information. We assume that the merchant has an account in another bank $B_j$. When the merchant $ID_s$ has to deposit the e-cash into
her/his account, she/he must send the information \( (m, \check{R}, \check{V}, \check{W}, T, H_{(\alpha_b, P)^{-1}}(r_b) P) \) and
\( (\theta, R'', V'', W'', t_i, H_{(x_{ci}, P)^{-1} + H(r_c)} P) \) to the bank \( B_j \). The bank can perform if \( (\theta, R'', V'', W'', t_i, H_{(x_{ci}, P)^{-1} + H(r_c)} P) \) is valid by checking \( \check{e}(W'', P) = \check{e}(R'' + V'' \check{Q}, P_{\text{pub}}) \) and verifying if \( (m, \check{R}, \check{V}, \check{W}, T, H_{(\alpha_b, P)^{-1}}(r_b) P) \) has not been used before. If both of the verification are valid, \( B_j \) deposits the money into the merchant’s account.

3.7. The customer tracing protocol. If the bank \( B_j \) discovers the double spending of some e-cash, she/he can ask the central bank to find out the owner of the e-cash. The central bank requests the information \( (m, \check{R}, \check{V}, \check{W}, T, H_{(\alpha_b, P)^{-1}}(r_b) P) \) and
\( (\theta, R'', V'', W'', t_i, H_{(x_{ci}, P)^{-1} + H(r_c)} P) \) from \( B_j \). She/he uses \( H_{(\alpha_b, P)^{-1} + H(r_b)} P \) to check the bank member list and finds out who the real signer of the e-cash is. Then she/he checks if the following two equations hold.

\[
\check{e}\left(H(x_{ci}, P) + H(r_c), P, \frac{1}{H(x_{ci}, P) + H(r_c)}\right) = \check{e}(P, P), \tag{3}
\]

\[
\check{e}(S_{ci}, P) = \check{e}\left(H_1(t_i, \frac{1}{H(x_{ci}, P) + H(r_c)}, P_{\text{pub}})\right). \tag{4}
\]

If these two equations are valid, the double spending customer will be found.

3.8. The revoking protocol. Assume that the central bank has a certificate revocation list which records the information of the revoked group members. We assume that the format of each item in the certificate revocation list is \( (Q_{ID_{B_i}}, T_{\text{revoke}}) \) and \( (Q_{ID_{C_i}}, t_{\text{revoke}}) \) for the bank and the customer, respectively, where \( (Q_{ID_{B_i}}, T_{\text{revoke}}) \) is a group member with the public key \( Q_{ID_{B_i}} \) (or \( Q_{ID_{C_i}} \)) at the time \( T_{\text{revoke}} \) (or \( t_{\text{revoke}} \)). Anyone can request the certificate revocation list to check whether the communicating party is included in a group or not.


4.1. Correctness considerations.

**Proposition 4.1.** In the registration phase, the central bank can check the validity of the public key of the registrant (the customer or the bank) by verifying the equation
\[
\check{e}\left(H(x_{ci}, P) + H(r_c), P, \frac{1}{H(x_{ci}, P) + H(r_c)}\right) = \check{e}(P, P).
\]

**Proof:**

\[
\check{e}\left(H(x_{ci}, P) + H(r_c), P, \frac{1}{H(x_{ci}, P) + H(r_c)}\right) = \check{e}(P, P)
\]

**Proposition 4.2.** In the withdrawal phase of our scheme, the equation \( \check{e}(\check{W}, P) = \check{e}(\check{R} + \check{V} Q, P_{\text{pub}}) \) is used to check the correctness of the signature \( (m, \check{R}, \check{V}, \check{W}, T, H_{(\alpha_b, P)^{-1}}(r_b) P) \) of the e-cash by the customer. In the payment phase, the merchant also can use the equation \( \check{e}(\check{W}, P) = \check{e}(\check{R} + \check{V} Q, P_{\text{pub}}) \) to verify the e-cash of the customer.
Proof:
\[\hat{e}(\tilde{W}, P)\]
\[= \hat{e}(W + bP_{pub}, P)\]
\[= \hat{e}(W, P)\hat{e}(bP_{pub}, P)\]
\[= \hat{e}((\kappa + \tilde{V})S_{B_i}, P)\hat{e}(bP, P_{pub})\]
\[= \hat{e}(\kappa H_i\left(T_i, \frac{1}{H(\alpha_b P) + H(r_b)}\right) + H(r_b)\frac{1}{P}, sP)\hat{e}(\tilde{V} H_i\left(T_i, \frac{1}{H(\alpha_b P) + H(r_b)}\right), sP)\hat{e}(bP, P_{pub})\]
\[= \hat{e}(R + bP, P_{pub})\hat{e}(\tilde{V} H_i\left(T_i, \frac{1}{H(\alpha_b P) + H(r_b)}\right), P_{pub})\]
\[= \hat{e}(\tilde{V} Q, P_{pub}).\]

**Proposition 4.3.** In the payment phase of our proposed e-cash scheme, the merchant can verify the correctness of the signature \(\left(\theta, R''', V''', W''', t_3, \frac{1}{H(x_c P) + (r_c)}\right)\) by utilizing the equation \(\hat{e}(W'', P) = \hat{e}(R'' + V'' Q, P_{pub})\).

**Proof:**
\[\hat{e}(W'', P)\]
\[= \hat{e}(\tilde{\omega} + V'' S_{ci}, P)\]
\[= \hat{e}(\tilde{\omega} S_{ci} + V'' S_{ci}, P)\]
\[= \hat{e}(\tilde{\omega} H_i(t_3, \frac{1}{H(x_c P) + (r_c)}) + V'' H_i(t_3, \frac{1}{H(x_c P) + (r_c)}), P_{pub})\]
\[= \hat{e}(R'' + V'' Q, P_{pub}).\]

4.2. **Unforgeability.** The withdrawal phase of our proposed scheme can withstand the forgeability of e-cash. Assume that someone attempts to disguise as the bank \(ID_{B_i}\) to issue an e-cash. Since an e-cash is generated by the private key \(bP_{pub}\) and the bank’s member certificate \(\left(S_{B_i}, \frac{1}{H(\alpha_b P) + H(r_b)}\right)\), where \(r_b\) is generated randomly and hashed by the hash function \(H\). No one can know the secret \(r_b\) except the bank herself/himself. In addition, before the bank signs an e-cash, she/he has to prove that she/he knows the shared-secret message \(v_i\) by running the authentication protocol. If the customer \(C_i\) performs the mutual authentication and sends the encrypted information \(E_{v_i}(rc_j, H(ID_{B_i}||\gamma_1))\) to \(B_i\), we assume that \(B_i\) must know \(v_i\). Then she/he can use \(v_i\) to decrypt it and get \(rc_j\) and \(H(ID_{B_i}||\gamma_1)\). Otherwise, she/he cannot do the next step in the authentication protocol.

If some malicious user \(M\) attempts to impersonate to be a legitimate customer \(C_1\) to withdraw an e-cash from the bank \(B_i\), \(M\) has to prove that she/he knows the secret certificate \(S_{C_1}\) which is shared between \(C_1\) and \(B_i\). But the shared-secret certificate is transmitted through a secret channel and the identity of the bank and \(S_{C_1}\) is hashed by the hash function \(H\). \(M\) cannot learn the partial certificate of \(C_1\) from \(v_i\) and \(H\).

4.3. **Withstanding double spending.** The deposit phase of our proposed scheme can prevent the situation of double spending. In order to avoid the e-cash to be used twice, after the merchant has sent the e-cash to her/his corresponding bank \(B_j\), the bank \(B_j\) can connect to the online database to check whether the e-cash exists or not. If yes, the bank \(B_j\) can ask for the central bank to find out the customer by performing the customer tracing protocol. If the e-cash has never been used, it will be deposited in the
account of the merchant by the bank \( B_j \) and the central bank will record this used e-cash information.

4.4. **Anonymity.** When the merchant obtains the e-cash \( (m, R', V', W', T, i, \frac{1}{H(a_kP)+H(r)}) P \) and the signature of the transaction information \( (\theta, R'', V'', W'', t, i, \frac{1}{P(x_iP)+H(r_c)} P) \) from ID\(C_i \) in the payment stage, she/he cannot learn the identity of ID\(C_i \). Since \( x_i \) and \( r_c \) are randomly chosen and they are protected by the hash function \( H \), no one can link the customer’s identity with \( \frac{1}{P(x_iP)+H(r_c)} P \) except the central bank (as described in the customer tracing protocol).

4.5. **Properties comparison.** In this section, we will describe the properties comparison among our e-cash scheme and related schemes. We summarize the comparison in Table 1. In Table 1, we can see that our e-cash scheme not only can satisfy all the security properties such as customer’s anonymity protection, mutual authentication, e-cash verification, and customer tracing protocol but also can prevent double spending and the e-cash forging.

4.6. **Efficiency analysis and comparison.** Our scheme is based on the bilinear mapping in elliptic curves. Comparing with RSA, a small length key will be used to achieve the same security of RSA. For example, in ECC, the key length of 192-bit has the same security level with the key length of 1024-bit in RSA.

We assume that \( EC_p \) is the pairing operation on elliptic curve, \( EC_m \) is the point scalar multiplication operation on elliptic curve, \( EC_A \) is two points addition operation on elliptic curve, \( T_H \) is the computation cost of one-way hash function, \( T_s \) is the search time, \( T(S) \) is the time of a symmetric encrypting/decrypting operation, \( T(D) \) is the time of a Diffie-Hellman operation, \( I \) is the computation cost of the inverse operation, \( \oplus \) is the computation cost of the exclusive-or operation, and \( M \) is the multiplication operation in a modulo as referenced in [6, 7]. Let \( C_1 \) be the communication cost, \( C_2 \) be the computation cost of the central bank, \( C_3 \) be the the computation cost of the customer, \( C_4 \) be the the computation cost of the bank, \( C_5 \) be the computation cost of the merchant, \( C_6 \) be the computation cost of TTP, and \( C_7 \) be the computation cost of verification. We assume that a random number in \( Z_q \) is 160 bits, a point over elliptic curve is 160 bits, the output size of SHA-1 is 160 bits, and the block size of AES is 128 bits. From [24], we assume that \( E \) is the computation cost of a modulo exponentiation in a 1024-bit modulo and we also find out the relations such as \( E \approx 8.24EC_m \), \( E \approx 600T_H \), \( E \approx 3.2EC_p \), \( EC_A \approx 5M \), \( I \approx 0.9M \) and \( E \approx 240M \). The performance comparisons are shown in Tables 2-7.

From Table 3, we can see that the total computation cost in Popescu et al.’s scheme is about 342\( M \), that in Chou et al.’s scheme [10] is about 885\( M + 2T(D) \), that in Wang et al.’s scheme is about 372\( M \), and that in our scheme is about 571.9\( M \).

From Table 4, we can see that the communication cost of the withdrawing protocol in our scheme is 160 * 4 = 640 bits and the communication cost for the authentication protocol in our scheme is 640 bits. Thus, \( C_1 \) in Table 4 is only 1280 bits. In Wang et al.’s scheme [17], the communication cost of the withdrawing protocol is 160 * 7 = 1120 bits and the communication cost for the authentication protocol is 640 bits. Thus, \( C_1 \) of [17] in Table 4 is 1760 bits. The communication cost of the withdrawing protocol in Chou et al.’s scheme [10] is 384 + 1952 = 2336 bits and Popescu et al.’s scheme is 160 * 7 = 1120 bits. In [3], they do not provide the authentication protocol before performing the issuing phase. We only need three messages to complete the issue of e-cash. On the other hand, there are five messages in Wang et al. and Popescu et al.’s scheme.

In Table 4, we include the cost of communications and computation of authentication protocol in the withdrawal protocol. The computation cost of withdrawing an e-cash for
Table 1. Properties comparisons among our e-cash scheme and related schemes

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
<th>P11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wang [17]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Chou [10]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Popescu [3]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

P1: Anonymity of customer;
P2: Providing the tracing function;
P3: Supporting authentication in the withdrawal phase;
P4: Non-repudiability;
P5: Preventing forging the e-cash;
P6: Without the help of a TTP in the tracing protocol;
P7: Revokability;
P8: Supporting multiple banks;
P9: The verification of the member certificate for the customer;
P10: Verifiability;
P11: The verification of the e-cash for the customer in the withdrawal protocol.

Table 2. Computation cost comparisons of the setup protocol among our e-cash scheme and related schemes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>656 bits</td>
<td>656 bits</td>
<td>1152 bits</td>
<td>0 bits</td>
</tr>
<tr>
<td>C2</td>
<td>$6EC_m$</td>
<td>$6EC_m$</td>
<td>$5EC_m + 1TH$</td>
<td>$1EC_m$</td>
</tr>
<tr>
<td></td>
<td>$\approx 180M$</td>
<td>$\approx 180M$</td>
<td>$\approx 151M$</td>
<td>$\approx 30M$</td>
</tr>
</tbody>
</table>

The customer in Wang et al.’s scheme [17] is five scalar multiplication of point operation in elliptic curve, three addition of point operation in elliptic curve, three hash function operation, and one multiplication operation in module. The total cost is about $168M$. In Chou et al.’s scheme [10], there are one pairings operation in elliptic curve, three scalar multiplication of point operation in elliptic curve, two hash function operation, five multiplication operation in module, one inverse operation, and two Diffie-Hellman operation. The total cost is about $176.9M + 2T(D)$. In Popescu et al.’s scheme [3], there are three scalar multiplication of point operation in elliptic curve, four addition of point operation in elliptic curve, and two hash function operation. The total cost is about $111M$. In our scheme, there are two scalar multiplication of point operation in elliptic curve, two addition of point operation in elliptic curve, three hash function operation, and three symmetric encrypting/decrypting operation. The total cost is about $71M + 3T(S)$.

The total computation cost of the withdrawing protocol in Wang et al.’s scheme [17] is about $615M$. That in Chou et al.’s scheme is about $1235.6M + 4T(D)$. That in Popescu et al.’s scheme [3] is about $232M$. That in our scheme is about $457M + 6T(S)$. In Popescu et al.’s scheme [3], they do not provide the verification function of the e-cash for the customer.

In Table 5, the computation cost of the customer in our scheme is about $61M$ for the payment phase. The computation cost of the customer in Wang et al.’s scheme is about $96M$, that in [10] is about $111M + 17T(D)$, and that in [3] is about $127M$. In the verification process, we only need four pairing operations, eight point scalar multiplication operations, and four addition of point operations to complete the verification process.
In the deposit phase of Table 6, \textit{C7} of our scheme only needs two pairings operations, four point scalar multiplication operations, and one addition of point operation. Through Table 6, we see that \textit{C7} of our scheme is the lowest than the other schemes.

5. \textbf{Conclusions.} In this paper, we have proposed a new e-cash scheme with multiple banks. Our scheme can satisfy all the security properties such as the customer’s anonymity protection, non-repudiability of e-cash, and unforgeability of e-cash. Our scheme is also
Table 5. Cost comparisons of the payment protocol among our e-cash scheme and related schemes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1472 bits</td>
<td>1472 bits</td>
<td>800 bits</td>
<td>672 bits</td>
</tr>
<tr>
<td>C3</td>
<td>$2EC_m + 2T_H$</td>
<td>$3EC_m + 1EC_A + 3T_H$</td>
<td>$1EC_p + 1EC_m + 1T_H + 1T(D)$</td>
<td>$4EC_m + 1EC_A + 3T_H + 1M$</td>
</tr>
<tr>
<td></td>
<td>$\cong 61M$</td>
<td>$\cong 96M$</td>
<td>$\cong 111M + 1T(D)$</td>
<td>$\cong 127M$</td>
</tr>
<tr>
<td>C5</td>
<td>N/A</td>
<td>$1EC_A + 3T_H$</td>
<td>$1EC_p + 1EC_m + 1T_H + 1T(D)$</td>
<td>$1EC_A + 3T_H$</td>
</tr>
<tr>
<td></td>
<td>$\cong 6M$</td>
<td>$\cong 1101M$</td>
<td>$\cong 427.9M$</td>
<td>$\cong 325M$</td>
</tr>
<tr>
<td>C7</td>
<td>$4EC_p + 8EC_m + 1EC_A$</td>
<td>$6EC_p + 10EC_m + 4EC_A + 1T_H$</td>
<td>$3EC_p + 6EC_m + 1T_H + 6M$</td>
<td>$2EC_p + 5EC_m + 3EC_A$</td>
</tr>
<tr>
<td></td>
<td>$\cong 285M$</td>
<td>$\cong 506M$</td>
<td>$\cong 427.9M$</td>
<td>$\cong 325M$</td>
</tr>
<tr>
<td>Total</td>
<td>641M</td>
<td>1203M</td>
<td>649.9M</td>
<td>458M</td>
</tr>
</tbody>
</table>

N/A: Not Available

Table 6. Cost comparisons of the deposit protocol among our e-cash scheme and related schemes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1472 bits</td>
<td>1472 bits</td>
<td>928 bits</td>
<td>672 bits</td>
</tr>
<tr>
<td>C4</td>
<td>N/A</td>
<td>N/A</td>
<td>$1EC_p + 1EC_m + 1T_H$</td>
<td>$1EC_A + 3T_H$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\cong 111M + 1T(D)$</td>
<td>$\cong 6M$</td>
</tr>
<tr>
<td>C5</td>
<td>N/A</td>
<td>N/A</td>
<td>$1EC_p + 1EC_m + 1T_H$</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\cong 111M + 1T(D)$</td>
<td></td>
</tr>
<tr>
<td>C7</td>
<td>$2EC_p + 4EC_m + 1EC_A$</td>
<td>$4EC_p + 6EC_m + 1EC_A + 1T_H$</td>
<td>$3EC_p + 6EC_m + 1T_H + 6M$</td>
<td>$2EC_p + 5EC_m + 3EC_A$</td>
</tr>
<tr>
<td></td>
<td>$\cong 285M$</td>
<td>$\cong 506M$</td>
<td>$\cong 427.9M$</td>
<td>$\cong 325M$</td>
</tr>
<tr>
<td>Total</td>
<td>285M</td>
<td>506M</td>
<td>649.9M</td>
<td>331M</td>
</tr>
</tbody>
</table>

N/A: Not Available

Table 7. Cost comparisons of the tracing protocol among our e-cash scheme and related schemes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1472 bits</td>
<td>1472 bits</td>
<td>160 bits</td>
<td>672 bits</td>
</tr>
<tr>
<td>C7</td>
<td>$4EC_p + 3EC_m + 1EC_A + 2T_H$</td>
<td>$4EC_p + 2EC_m + 1T_H$</td>
<td>$1T_H + 1T(D) + 1\oplus$</td>
<td>$4EC_p + 2EC_m + 1T_H$</td>
</tr>
<tr>
<td></td>
<td>$\cong 416M$</td>
<td>$\cong 381M$</td>
<td>$\cong 1M + 1T(D) + 1\oplus$</td>
<td>$\cong 381M$</td>
</tr>
</tbody>
</table>

more efficient than the other schemes [3, 10, 17]. In future works, we also will investigate additional functions of electronic cash such as the functions of negotiability or divisibility of e-cash.
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