CFM-PREFIXSPAN: A PATTERN GROWTH ALGORITHM INCORPORATING COMPACTNESS AND MONETARY
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Abstract. Prior researches in the field of mining sequential patterns are based on the concept of frequency and assume that the customer purchasing behavior sequences do not vary over time/purchasing money. To adapt the sequential patterns to these changes, two concepts, namely monetary and compactness, are incorporated with the conventional sequential pattern mining technique. Incorporating specific constraints with the sequential mining process has enabled the discovery of more user-centered patterns. In this paper, we incorporate two constraints, namely monetary and compactness in addition to frequency with the sequential mining process for discovering remarkable and helpful sequential patterns from sequential databases. For incorporating the constraints with the original PrefixSpan algorithm, we have presented a CFM-PrefixSpan algorithm for mining all CFM sequential patterns from the sequential database. The proposed CFM-PrefixSpan algorithm has been validated on synthetic and real sequential databases. The experimental results ensure the effectiveness of the discovered sequential patterns since purchasing money and time length were incorporated with the sequential pattern mining process.
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1. Introduction. Sequential pattern mining is a vital subject of data mining, an additional endorsement of association rule mining, and it is also extensively applied [11,13]. Sequential pattern mining algorithms [16] deal with the problem of finding out the existing frequent sequences in a given database [14]. Sequential pattern mining very similar to association rule mining, with the difference that the events of sequential pattern are associated by time [12]. Sequential patterns specify the association among transactions whereas association rules characterize intra transaction relationships. In association rule mining, the mined output is about the items which are brought together very often in a single transaction, whereas the output of sequential pattern mining is about which items are bought in a particular order by the same customer in different transactions [9]. Sequential patterns can assist managers to determine which items are bought one after the other in a cycle, or to examine orders obtained by the browsing of homepages in a Web site [17] and more.
Recently, researchers have acknowledged that frequency is not the best measure that can be employed to decide the importance of a pattern in different applications. When a single frequency constraint is employed, the traditional mining techniques commonly produce a large number of patterns and rules, but the majority of them are of no use. As a result of its inefficiency and ineffectiveness, the significance of constraint-based pattern mining has increased [20]. In many cases, there is failure to focus on the user prospect on the discovery process of the mining patterns and on the background knowledge of the user. This led to a highly expensive and very hard to deal procedure. The sequential pattern mining that handles sequential data (for example, the analysis of frequent behaviors) experiences the same drawbacks. Constraints that limit the number and range of discovered patterns are used by sequential pattern mining algorithms to reduce this difficulty [19].

In recent times, constraint-based sequential pattern mining algorithms [15] have received a great deal of attention among researchers. The problem of constraint-based sequential pattern mining is to identify the entire set of sequential patterns that satisfy a specified constraint C. A constraint C for sequential pattern mining is a Boolean function C(a) on the set of all sequences [10]. Constraints can be analyzed and distinguished from diverse point of views. The constraint categories include time constraints, item constraints, length constraints, super-pattern constraints, regular expression constraints, and user defined constraints and so on. Srikan and Agrawal have utilized constraint-based sequential pattern mining in their a-priori-based, improved algorithm GSP (i.e., Generalized Sequential Patterns). This algorithm generalizes the opportunity of sequential pattern mining by adding user-defined taxonomy and time constraint using sliding time window concept [18]. A handful of researches are available in the literature for effectual mining of constraint sequential patterns from sequential databases. A concise review of some of the recent researches is given in [1-6,10].

In this paper, we have developed an efficient constraint-based sequential pattern mining, known as CFM-PrefixSpan algorithm. The proposed algorithm is tailored from the traditional sequential pattern mining algorithm, PrefixSpan [8]. Here, we have used two concepts namely, monetary and compactness that are derived from the aggregate and duration constraints which are presented in the literature. At first, the proposed algorithm mines the 1-length compact frequent patterns (1-CF) by considering the compactness threshold and support threshold. Then, we filter the 1-length compact frequent monetary sequential patterns (1-CFM) from the mined 1-CF patterns by inputting the monetary constraint. Subsequently, we build the projected database corresponding to the mined 1-CF patterns and then use it to generate the 2-CF patterns. Again, we find the 2-CFM sequential patterns from it by incorporating the monetary constraint and the process is applied recursively until all length CFM sequential patterns are mined.

The basic outline of the paper is as follows. The problem statement is described in Section 2 and the proposed algorithm for mining CFM sequential patterns is given in Section 3. The experimental results and its discussion are presented in Section 4. Conclusion is summed up in Section 5.

2. **Problem Statement.** The problem of mining sequential patterns was first introduced in [16] and extended in [18]. This section presents a concise description of sequential pattern mining and constrained sequential pattern mining. In addition, a detailed description of PrefixSpan, which is an eminent method for mining sequential patterns, is given for the completeness of this article.
2.1. **Sequential pattern mining.** The sequential pattern mining problem is to mine the complete set of sequential patterns with respect to a given sequence database \( D \) and a support threshold \( \min_{\sup} \).

Let \( D \) be a sequential database where each transaction \( T \) contains customer-id, a transaction time and a set of items entailed in the transaction. Let \( I = \{ p_1, p_2, \ldots, p_m \} \) be a set of items. An itemset is a non-empty subset of items, and an itemset with \( k \) items is called a \( k \)-itemset. A sequence \( S \) is an ordered list of itemsets based on their time stamp. It is represented by \( < q_1, q_2, \ldots, q_n > \), where \( q_i, j \in 1, 2, \ldots, n \) is an itemset. A sequence of \( k \) items (or of length \( k \)) is called \( k \)-sequence. A sequence \( < q_1, q_2, \ldots, q_n > \) is a sub-sequence of another sequence \( < q_1', q_2', \ldots, q_n' > \), \((n \leq l)\), if there exist integers, \( i_1 < i_2 < \ldots i_j < \ldots < i_n \) such as \( q_1 \subseteq q_{i_1}', q_2 \subseteq q_{i_2}', \ldots, q_n \subseteq q_{i_n}' \). The mining of sequential patterns is to discover all sequences \( S \) such that \( \sup(S) \geq \min_{\sup} \) for a database \( D \), given a positive integer \( \min_{\sup} \) as a minimum support threshold [8,13].

2.2. **Constrained sequential pattern mining.** The problem of mining constraint-based sequential patterns is to discover the complete set of sequential patterns satisfying a specified constraint \( C \). The literature [10] presents several constraints that are used in the sequential pattern mining process. By examining all the constraints in the literature, we observed that the use of aggregate and duration constraint to mine sequential patterns from the customer purchasing database would be more preferable and effective. The definition of these two constraints is given below. The proposed algorithm has used the monetary and compactness constraint that are derived from these two constraints respectively.

**Constraint 1 (Aggregate constraint):** An aggregate constraint defines that the aggregate of items in a sequence must be longer than or shorter than a given threshold value. It is formally represented as

\[
C_{agg} \equiv Agg(\alpha) \omega DT
\]

where \( \omega \in \{<, \geq\} \), \( Agg(\alpha) \) may be sum, avg, max, min, standard deviation, and \( DT \) is a given integer.

**Constraint 2 (Duration constraint):** A duration constraint defines that the time difference between the first and last items in a sequence must be greater than or less than a predefined threshold value. A duration constraint is represented in the following form,

\[
C_{dur} \equiv Dur(\alpha) \omega DT,
\]

where, \( \omega \in \{<, \geq\} \) and \( DT \) is an integer value. A sequence \( \alpha \) satisfies the duration constraint if and only if

\[
\beta \in SDB \exists 1 \leq i_1 < \cdots < i_{\text{len}(\alpha)} \leq \text{len}(\beta) \text{ s.t. } \begin{cases} 
\alpha[1] \subseteq \beta[i_1], \cdots, \alpha[\text{len}(\alpha)] \subseteq \beta[i_{\text{len}(\alpha)}] \text{ and } \\
(\beta[i_{\text{len}(\alpha)}].\text{time} - \beta[i_1].\text{time}) \omega DT \end{cases} \geq \min_{\sup}.
\]

2.3. **PrefixSpan:** An eminent sequential pattern mining algorithm. PrefixSpan [8] is the most capable of the pattern-growth techniques and it is based on constructing patterns recursively. On the basis of Apriori (e.g., GSP algorithm) and pattern growth (e.g., PrefixSpan algorithm) techniques, quite a few algorithms have been developed for the efficient sequential pattern mining. Generally, the apriori-like sequential pattern mining technique has come across a lot of difficulties such as, (a) in a huge sequence database, a large set of candidate sequences could be developed, (b) it involves multiple scans of databases in mining and (c) an explosive quantity of candidates was produced by the apriori-based technique for long sequential patterns. So as to resolve these problems, PrefixSpan algorithm is introduced to mine the sequential patterns. The PrefixSpan algorithm primarily examines the database to locate frequent 1-sequences. Then, as per
these frequent items, the sequence database is projected into different groups, where each
group is the projection of the sequence database with respect to the parallel 1-sequence.
For these projected databases, the PrefixSpan algorithm continues to find the frequent
1-sequences to form the frequent 2-sequences with the corresponding same prefix. Rec-
cursively, the PrefixSpan algorithm produces a projected database for every frequent
k-sequence to locate the frequent \((k + 1)\)-sequences.

3. Proposed Pattern Growth Algorithm by Incorporating Compactness and
Monetary Constraints. Several researches are available in the literature for mining
the sequential patterns that are mined only based on the concept of frequency. Though
the frequency is a good measure for mining the effectual sequential patterns but usually
in real-life problems, frequency alone is not that efficient for finding the user's sequence
behavior in any application. Therefore, recently, some of the researchers have used the
concept of constraints to find the relevant and useful patterns to predict the customer
sequence behavior. In a supermarket database, the customer behavior of buying sequence
is not always a static one; it will be a dynamic environment. Hence, the customer buying
behavior might be changed based on time and purchasing money. With the aim of adapt-
ing to these challenges in the mining problem, we have included two concepts, namely,
monetary and compactness, into the traditional sequential pattern mining algorithm of
our proposed method.

(1) Monetary: In general, sequential patterns that occur frequently in the sequential
database are used to find the significance of the user buying sequences. However, in the
business perspective, there is always a need to consider the price of an item. The reasons
behind that are (a) some patterns that are frequently occurring in sequential database
are not providing much profit and (b) the purchasing behavior of the user will be changed
based on the price of an item. For example, items such as, shampoo, toothpaste, soap and
hair oil are frequently bought by customers, but though expensive goods like gold and
diamond are not frequently purchased, they provide better profit compared to frequently
purchased items.

(2) Compactness: In most practical problems, particularly, pattern learning for man-
agerial decision support, it is essential to push time constraint in the sequential pattern
mining task. This is also observed with customer purchasing database that the buying
behavior of the customers can be varied over time. Thus, there is a need to consider the
time so that decision makers, who are trying to find the user sequence behavior, can de-
velop better marketing and product strategies. The advantage of compactness is that, it
allows mining sequential patterns that occur within a reasonable time span. Furthermore,
if the time span for the buying sequence is too lengthy, by diminishing the importance
of the patterns it permits the mining algorithm to provide better solutions for decision
makers.

In order to mine more significant patterns, we push the concept of monetary and com-
 pactness to the sequential mining process along with the frequency to discover the CFM-
patterns. The number of purchases made within a definite period, where a higher fre-
quency specifies higher loyalty is called Frequency. Monetary is the quantity of money
spent during a particular period, and a higher value reveals that the company should pay
more attention to that customer. Compactness signifies that the number of purchases
made by the customer must be within a reasonable time period. If the mining pro-
cess includes the above three concepts, the decision makers can simply categorize their
customers, and provide a specific score to their customers based on these concepts. In
addition, the mined patterns can assist the company to find out which customers are more
significant.
3.1. CFM-PrefixSpan algorithm. In this section, we describe an efficient algorithm, CFM-PrefixSpan, for mining all the CFM-patterns from sequence databases. The CFM-PrefixSpan algorithm is developed by modifying the eminent PrefixSpan algorithm, which uses the pattern growth methodology for mining the frequent sequential patterns recursively. At first, we define Subsequence, Compact subsequence, Compact Frequent subsequence, Monetary subsequence and Compact Frequent Monetary subsequence because the proposed CFM-PrefixSpan algorithm utilizes these definitions. Then, we provide a brief description about the proposed CFM-PrefixSpan algorithm.

Let \( S = \{(p_1, t_1, M_1), (p_2, t_2, M_2), \ldots, (p_n, t_n, M_n)\} \) be a data sequence of database \( D \), where \( p_j \) is an item, \( m_j \) is a purchasing money and \( t_j \) signifies the time at which \( p_j \) occurs, \( 1 \leq j \leq n \) and \( t_{j-1} \leq t_j \) for \( 2 \leq j \leq n \). \( P \) denotes a set of items in the database \( D \).

**Definition 3.1. (Subsequence):** A sequence \( S_s = \{(q_1, t_1, M_1), (q_2, t_2, M_2), \ldots, (q_m, t_m, M_m)\} \) is said to be a subsequence of \( S \) only if, (a) itemset \( S_s \) is a subsequence of \( S \), \( S_s \subseteq S \), (b) \( t_1 < t_2 < \cdots < t_m \) where, \( t_1 \) is the time at which \( q_1 \) occurred in \( S_s \), \( 1 \leq r \leq m \).

**Definition 3.2. (Compact subsequence):** Let \( S_s = \{(q_1, t_1, M_1), (q_2, t_2, M_2), \ldots, (q_m, t_m, M_m)\} \) be a sequence of itemsets, where, \( t_1 < t_2 < \cdots < t_m \) and \( C_T \) be the predefined compact threshold. \( S_s \) is known to be a compact subsequence of \( S \) if and only if (a) \( S_s \) is a subsequence of \( S \), (b) the compactness constraint is satisfied, i.e., \( t_m - t_1 \leq C_T \).

**Definition 3.3. (Compact Frequent subsequence):** Let \( D \) be a sequential database containing itemsets, \( I \) and \( C_T \) be the predefined compact threshold. \( S_s \) is said to be a compact frequent subsequence of \( D \) if and only if (a) \( S_s \) is a subsequence of \( D \), (b) the compactness constraint is satisfied, i.e., \( t_m - t_1 \leq C_T \), and (c) \( S_s \) is a frequent subsequence of database, \( D \).

**Definition 3.4. (Monetary subsequence):** Let \( S_s = \{(q_1, t_1, M_1), (q_2, t_2, M_2), \ldots, (q_m, t_m, M_m)\} \) be a sequence of itemsets, where, \( t_1 < t_2 < \cdots < t_m \) and \( T_m \) be the predefined monetary threshold. \( S_s \) is said to be the monetary subsequence of \( S \) if and only if (a) \( S_s \) is a subsequence of \( S \), (b) the monetary constraint is satisfied, i.e., \( \sum_{i=1}^{m} \frac{M_i}{M_m} \geq T_m \).

**Definition 3.5. (Compact Frequent Monetary subsequence):** Let \( D \) be a sequential database containing itemsets (\( I \)), \( C_T \) be the predefined compact threshold and \( T_m \) be the predefined monetary threshold. \( S_s \) is said to be a compact frequent monetary subsequence of \( D \) if and only if, (a) \( S_s \) is a subsequence of \( D \), (b) the compactness constraint is satisfied, i.e., \( t_m - t_1 \leq C_T \), (c) \( S_s \) is a frequent subsequence of database, \( D \) and (d) the monetary constraint is satisfied, i.e., \( \sum_{i=1}^{m} \frac{M_i}{M_m} \geq T_m \).

The following provides a detailed explanation of the important steps involved in the proposed CFM-PrefixSpan algorithm. The CFM-PrefixSpan algorithm is outlined as follows.

**Input:** A sequence database \( D \), and the minimum support threshold \( \min_{sup} \), monetary table \( M_r \), predefined compact threshold \( C_T \), predefined monetary threshold \( T_m \).

**Output:** The complete set of CFM-sequential patterns \( \beta \).

**Method:** Call \( CFM\_PrefixSpan(\{\}, 0, D, M_T) \).

**Subroutine:** \( CFM\_PrefixSpan(\alpha, l, D|_l, M_T) \)

**Parameters:** \( \alpha \) is sequential pattern; \( l \) is the length of \( \alpha \); \( D|_\alpha \) is the \( \alpha \)-projected database, if \( \alpha \neq \{\} \) (null); otherwise, the sequence database \( D \); \( M_T \) is the monetary table.

**Method:**
1. Scan \( D|_\alpha \) once, find the set of compact frequent items \( f \) such that
   a) \( f \) can be assembled to the last element of \( \alpha \) to form a sequential pattern; or
   b) \( \{f\} \) can be appended to \( \alpha \) to form a sequential pattern.
2. For each compact frequent item \( f \), append it to \( \alpha \) to form a sequential pattern \( \alpha' \).
3. For each \( \alpha' \),
   a) check monetary using \( M_T \);
4. Create a set \( \beta \) from \( \alpha' \) by substituting the findings of Step 3.
5. For each \( \alpha' \), construct \( \alpha' \)-projected database \( D|_{\alpha'} \), and call PrefixSpan \( (\alpha', l + 1, D|_{\alpha'}, M_T) \).

**Step 1: Finding 1-CFM patterns**

At first, the sequential database \( D \) and monetary table \( M_T \) are given to the proposed CFM-PrefixSpan algorithm. We mine the 1-CFM sequential patterns from the sequential database by scanning the database once. The 1-CF patterns (compact frequent) which satisfy the predefined compact threshold and support threshold are mined from the sequential database by simply scanning the database. Then, we apply the monetary constraint on the 1-CF patterns so that we can obtain a set of 1-CFM patterns.

**Example 3.1.** Let \( D \) be the sequential database given in Table 1 and \( M_T \) be the Monetary table given in Table 2. We scan the database once and find the set of items that satisfy the predefined compact threshold \( (C_T = 4) \) and predefined support \( (\min \_\sup = 2) \) as follows \([ \langle a \rightarrow 2 \rangle, \langle b \rightarrow 3 \rangle, \langle c \rightarrow 3 \rangle, \langle d \rightarrow 2 \rangle, \langle f \rightarrow 1 \rangle \)]\). In this set, the patterns that satisfy the compact threshold and support threshold known as 1-CF patterns are as follows \([ \langle a \rightarrow 2 \rangle, \langle b \rightarrow 3 \rangle, \langle c \rightarrow 3 \rangle, \langle d \rightarrow 2 \rangle \)]\). Next, we compute the monetary of the 1-CF patterns obtained from the previous step, \([ \langle a \rightarrow (2, 5) \rangle, \langle b \rightarrow (3, 10) \rangle, \langle c \rightarrow (3, 15) \rangle, \langle d \rightarrow (2, 2) \rangle \)]\). Based on the monetary threshold \( (T_m = 10) \), we obtain the following set of 1-CFM patterns as follows \{b and c\}.

<table>
<thead>
<tr>
<th>Customer ID</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>\langle a, 1 \rangle, \langle b, 3 \rangle, \langle c, 4 \rangle, \langle d, 4 \rangle, \langle f, 5 \rangle \rangle</td>
</tr>
<tr>
<td>2</td>
<td>\langle b, 1 \rangle, \langle c, 2 \rangle, \langle d, 3 \rangle \rangle</td>
</tr>
<tr>
<td>3</td>
<td>\langle a, 3 \rangle, \langle b, 4 \rangle, \langle c, 4 \rangle \rangle</td>
</tr>
</tbody>
</table>

**Table 1. Sequential database**

<table>
<thead>
<tr>
<th>Item</th>
<th>Monetary value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>5</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
</tr>
<tr>
<td>c</td>
<td>15</td>
</tr>
<tr>
<td>d</td>
<td>2</td>
</tr>
<tr>
<td>f</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table 2. Monetary table**

**Step 2: Dividing search space**

The mined 1-CF patterns are then used to construct the projected database that is the collection of postfixes of sequence with regard to the prefix (1-CF pattern). Suppose, if the projection set contains \( k \) number of patterns, then we can obtain \( k \) disjoint subsets from the sequential database using the complete set of 1-length compact frequent patterns.

**Example 3.2.** Here, we form the projected database for the 1-CF patterns such as \{a, b, c and d\}. The steps used for constructing the projected database of the pattern \( < a > \) are as follows: By looking at the first sequence in the database, \( < a > \) has a time stamp value...
Table 3. Projected database for 1-length compact frequent pattern

| a | (b, 3), (c, 4), (d, 4), (f, 5) |
| b | (c, 4), (d, 4), (f, 5) |
|    | (c, 2), (d, 3) |
| d | (f, 5) |

of 1. So, the projection based on the first sequence is obtained by taking the postfixes of pattern < a > (sequences after the time stamp 1) in the first sequence. In a similar way, we obtain the projection for the rest of sequences present in the sequential database. The projected database for the pattern < a > contains < (b, 3), (c, 4), (d, 4), (f, 5) > and < (b, 4), (c, 4) >. Similarly, the projection is done for other 1-CF patterns. Table 3 shows the projected database of all one length CF patterns in the projection set.

Step 3: Finding subsets of sequential patterns

In this step, we mine a set of 2-length compact frequent patterns by scanning the projected database once. Then, we obtain the set of 2-CF patterns by applying the monetary constraint on the 2-length compact frequent patterns. Again, the projected database is formed with the help of mined 2-CF patterns and this process is repeated recursively until all CFM patterns are mined.

Example 3.3. The projected database formed by the 1-length CF sequential patterns is utilized for mining all 2-length CFM sequential patterns. The procedure employed for mining 2-length CFM sequential patterns having prefix < a > is as follows: By scanning the projected database once, we obtain the count of the compact frequent items which is represented as, [(a → 0), (b → 2), (c → 1), (d → 0), (f → 0)]. In this set, the patterns that are satisfying the compact threshold and support threshold are given as, [(b → 2)]. The mined 2-CF sequential pattern is {ab}. Then, we apply the monetary constraint on the mined 2-CF sequential pattern so that, we can obtain the 2-CFM pattern [< ab > → (2, 7, 5)]. There is no 2-length CFM sequential pattern having a prefix < a > since the pattern < ab > has not satisfied the given monetary threshold. Again, we form the projected database based on the 2-CF sequential patterns and the 3-CF patterns are obtained by scanning the projected database. Then, we mine all length CFM patterns with prefix < a > recursively. The aforementioned procedure is repeated for other 1-CF patterns < b >, < c > and < d >. The mined CFM-patterns are {< b >, < bc >, < c >}.

4. Results and Discussion. The experimental results of the proposed CFM-PrefixSpan algorithm for effectual mining of CFM patterns is described in this section and the comparative analysis of the proposed algorithm is also presented for various performance measurements.

4.1. Experimental setup and dataset description. The proposed CFM-PrefixSpan algorithm is programmed using JAVA (jdk 1.6) through the help of Netbeans IDE. The experimental setup includes the PC running on core i3 processor with 4 GB RAM. The performance of the proposed algorithm has been evaluated using the synthetic datasets as well as real life datasets. Synthetic dataset: Here, we have generated a sequential database that contains 10,000 sequences of 10 items. Real life datasets: We make use

4.2. Experimentation. The sample database taken for experimentation is given in Table 1 and the monetary table is given in Table 2. Then, we fed the database and monetary table as an input to the proposed CFM-PrefixSpan algorithm for effective mining of CFM sequential patterns. Initially, we mined the 1-CFM patterns based on the thresholds, \( C_T = 4, \text{min} \_\text{sup} = 2, T_m = 10 \). Subsequently, the projection was done based on the mined 1-length compact frequent patterns. The projected database for the 1-CF pattern is presented in the Table 3. Finally, we obtained a complete set of CFM patterns for the given input sequential database. The obtained complete set of CFM pattern set is \( \{ < a >, < ab >, < ac >, < c > \} \).

The comparative results of the PrefixSpan with our proposed CFM-PrefixSpan algorithm are given in Table 4. It clearly ensures that the proposed algorithm provides lesser number of sequential patterns compared to PrefixSpan algorithm. The PrefixSpan algorithm contains all the less profitable and longer time length sequential patterns \( ( < a >, < ab >, < ac >, < d > \) and \( < bd > \)) but the proposed algorithm generates CFM sequential patterns that contain only the profitable and valuable sequential patterns \( ( < b >, < bc > \) and \( < c > \)). So from a business perspective, CFM-prefixSpan algorithm is more suitable for developing better business strategies compared to PrefixSpan algorithm.

<table>
<thead>
<tr>
<th>CFM-sequential Pattern</th>
<th>Sequential Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>( &lt; a &gt; )</td>
<td>( &lt; a &gt;, &lt; ab &gt;, &lt; ac &gt; )</td>
</tr>
<tr>
<td>( &lt; b &gt; )</td>
<td>( &lt; b &gt;, &lt; bc &gt;, &lt; bd &gt; )</td>
</tr>
<tr>
<td>( &lt; c &gt; )</td>
<td>( &lt; c &gt; )</td>
</tr>
<tr>
<td>( &lt; d &gt; )</td>
<td>( &lt; d &gt; )</td>
</tr>
</tbody>
</table>

4.3. Performance measurement. The performance of the proposed algorithm in mining of sequential patterns is analyzed with the help of three different experiments: a) the effect of compact threshold, b) the effect of support value and c) scalability analysis. In the first set of experiment, the compact threshold is varied to different value and observed for the total number of sequence generated and the computation time. The results are compared for both the naïve algorithm as well as proposed algorithm. In the second set of experiment, support is varied significantly and measured for the total number of sequence generated, computation time and memory usage to find the performance of these algorithms. Similar way, the scalability analysis is also carried out by varying the size of the database.

4.4. Comparative analysis.

1) Effect of compact threshold:

For performance comparison, the CFM-PrefixSpan and the PrefixSpan algorithms are applied on the synthetic datasets to discover a set of sequential patterns. These two algorithms are compared in terms of number of significant sequential patterns obtained
for different support thresholds. By inputting the $\minsup = 1000$ and $T_m = 10$, the results are computed by varying the $C_T$ and the obtained results are given in the Figure 1. From the graphs shown in Figure 1, it is obvious that the number of the sequential patterns obtained by the proposed algorithm is reduced significantly as compared with the PrefixSpan algorithm.

Then, we take the computation time, which is one of the important parameters to find the complexity of the algorithm. For the constant value of $\minsup = 1000$ and $T_m = 10$, we have discovered a set of sequential patterns and analyzed that the time taken by the algorithms for various threshold $C_T$ (for CFM-PrefixSpan) and length (PrefixSpan). The time required to complete the mining task is computed and the values are plotted in a graph shown in Figure 2. By comparing the computational complexity, the proposed algorithm takes less computation time than the PrefixSpan algorithm for higher threshold values.

2) Effect of support values:

In order to analyze the effects of the algorithms in terms of support value, the synthetic and real datasets are given to the PrefixSpan and CFM-PrefixSpan algorithm. These algorithms are compared for the number of sequences obtained, computation time and the memory usage. The values obtained through the experimentation are plotted as graphs that are shown in Figures 3-8. From the graphs, we can understand that the number of sequence generated from the CFM-PrefixSpan algorithm is less compared with PrefixSpan algorithm. This signifies that the most important rules are only mined by the CFM-PrefixSpan algorithm. When analyzing the run time performance, the proposed algorithm outperformed the previous algorithm in both synthetic and real dataset. For synthetic datasets, the proposed algorithm achieved six times more efficiency in computation time and for real datasets also, the proposed algorithm achieved comparable results.
3) Effect of scalability:

The scalability of the algorithms is analyzed in both synthetic and real datasets using number of sequences, computation time and memory usage. For various numbers of records, the number of sequences obtained, computation time and memory usage are calculated and the values obtained through the experimentation are plotted as graphs that are shown in Figures 9-14. When comparing the sequential patterns generated, the proposed algorithm mines the more significant patterns in synthetic and real datasets. Furthermore, the computation time required to mine the sequential pattern is comparable with the PrefixSpan algorithm. Comparing the computation time for synthetic datasets, the proposed algorithm needs very less time compared with the naïve algorithm. Similarly, the performance of the proposed algorithm is also effective in comparing the memory usage.

5. Conclusion. We have presented an efficient algorithm, CFM-PrefixSpan algorithm, for mining all CFM sequential patterns from the customer transaction database. The
CFM-PrefixSpan algorithm employed a pattern-growth methodology that finds sequential patterns by utilizing a divide-and-conquer strategy. We have used two concepts namely, monetary and compactness that are derived from aggregate and duration constraints in addition to frequency for mining interesting and valuable sequential patterns. In our algorithm, the sequence database has been recursively projected into a set of smaller projected databases based on the compact frequent patterns. Besides, CF-sequential patterns have been discovered in each projected database by exploring only locally compact frequent items and then, the CFM sequential patterns are discovered. The discovered CFM sequential patterns signify valuable information on customer purchasing behavior and ensure that all patterns have reasonable time spans with good profit. The experimental results have showed that the effectiveness of sequential pattern mining algorithms can be improved significantly by incorporating monetary and compactness into the mining process.
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