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Abstract. Obtaining the association between complex diseases and single nucleotide
polymorphisms (SNPs) is one of the most important medical problems. Although obtain-
ing the full set of SNPs is a very challenging issue, there are subsets of tag SNPs, each
of which allows predicting the rest of SNPs with enough accuracy. Here, the problem is
to obtain such a subset of tag SNPs that makes it possible to predict the rest of SNPs
with maximal possible accuracy. However, the methods developed for this aim cannot
reach the accuracy level enough for practical applications. In this study, a new approach
using the Genetic Algorithm for selecting the tag SNPs and Support Vector Machine for
predicting the values of the rest of SNPs is proposed. The results of the experiments
performed on a number of datasets demonstrate that the proposed method can predict the
values of the rest of SNPs with a significantly better accuracy than other methods with
the same purpose.
Keywords: Single nucleotide polymorphisms, Tag SNPs, Genetic algorithm, Support
vector machine

1. Introduction. Genetic variants associated with complex diseases are one of the issues
in current studies on human genome. There are many genome-wide association studies
in the related literature [1,2] to identify genetic variants that might be associated with
complex diseases. SNPs (Single Nucleotide Polymorphisms) make up most of the genetic
variants, and it is estimated that human genome contains approximately 106 SNPs [3].
Therefore, SNPs attract intense attention of researchers in the genome-wide association
studies [4,5]. Statistical significance of a genome-wide association study is directly related
to the number of individuals and SNPs [6]. However, it is still very time-consuming and
costly for large-scale association studies to genotype all of the SNPs located within a
candidate locus [7-9]. For this reason, a subset of SNPs that will predict the rest of SNPs
with a small number of errors should be selected. An element of this subset is called a tag
SNP. Consequently, it is very important to find out a minimal subset of tag SNPs with
the prediction of the rest of SNPs with maximal accuracy [7-10].

Various methods have been developed for tag SNP selection so far [7-29]. These methods
can be classified into three groups: block-based, block-free and linkage disequilibrium (LD)-
based methods. Block-based methods are based on block structure of human genome
[30,31]. The basic characteristic of block-based methods is that human genome can be
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partitioned into discrete blocks, and that a particular population shares a very small set of
common haplotypes within each block. The purpose of these methods is to determine the
subset of SNPs that can distinguish all common haplotypes [11-15]. According to these
methods, first, a human genome is partitioned into haplotype blocks, and then a subset
of tag SNPs is chosen for each block. The main problem of the block-based methods is
that blocks cannot always be defined accurately, and it is still unknown how these blocks
should accurately be identified [16].
In block-free methods, subset of tag SNPs is used for the reconstruction of the rest

of SNPs [7-10,16-22]. These methods do not utilize block partitioning or limited hap-
lotype diversity used in block-based methods. They use the weaker correlations occur-
ring in nearby blocks [18,19]. Lin and Altman [17] suggested a method referred to as
Eigen2htSNP, which can predict a tagged SNP using a tag SNP having the highest corre-
lation with the tagged SNP. Since SNPs with a low correlation are used in SNP prediction
in the Eigen2htSNP method, its prediction accuracy is low. Halperin et al. [7] developed
a method for selecting a subset of tag SNPs and named it as STAMPA. This method se-
lects at least two tag SNPs that unfortunately may sometimes be worse than a randomly
chosen subset of tag SNPs [10]. Lee and Shatkay [8] proposed a method for the selection of
tag SNPs based on conditional independence among SNPs and called it BNTagger. This
method aims to select independent and highly predictive SNPs using Bayesian networks.
In this method, the number of tag SNPs to be selected is not given to the algorithm as
input. Instead of this, tag SNPs are selected in accordance with the threshold value de-
scribed before and given to the algorithm as input. Unfortunately, this method is rather
time-consuming [10]. He and Zelikovsky [10] proposed two new approaches for SNP pre-
diction that are based on Multiple Linear Regression (MLR-Tagging) and Support Vector
Machine (SVM/STSA). SVM/STSA is more efficient than MLR-Tagging. However, since
it produces hereditary subset of tag SNPs, it is rather time-consuming as well [26]. More-
over, this hereditary property is not always useful. Yang et al. [9] developed a method
called as BPSO, which is the binary version of particle swarm optimization (PSO) algo-
rithm. Since BPSO method uses the same prediction algorithm as STAMPA, it has the
same disadvantages as this method. Recently, a hybrid model, named as Particle Swarm
Optimization-Support Vector Machine (PSO-SVM) method, has been developed by Lin
and Leu [21]. In this model, PSO and SVM are combined using parameter optimiza-
tion and property choice. In PSO-SVM method, PSO and SVM are used for selection
of tag SNPs and for prediction of the rest of SNPs. But the prediction accuracy of the
PSO-SVM rapidly diminishes with decreasing the number of tag SNPs. Mahdevar et al.
[22] proposed a genetic algorithm based on heuristic method named as GTagger. In this
method, to calculate the fitness function, correlation and Shannon entropy are used. This
method provides low prediction accuracy as well.
Among tag SNP selection methods, LD-based methods use the linkage disequilibrium

relationship present between SNP pairs. These methods try to select a set of tag SNPs that
is highly associated with each of the SNPs on a given haplotype [23-25,27-29]. However,
it is hard to reduce the number of tag SNPs on loci with low LD.
Every method using support vector machine (SVM) [32,33] as an SNP prediction model

should be able to produce a wide variety of subsets of tag SNPs during random selection
of tag SNPs in the search space [6]. One of the best ways of such a selection of tag SNPs is
to use a genetic algorithm (GA) [34-36]. Unfortunately, a genetic algorithm alone cannot
select the tag SNPs with enough accuracy level at the minimum cost of genotyping [6,9].
This is because a GA randomly changes the number of tag SNPs in the individuals, and
hence generally the number of selected tag SNPs may be changed in a wide range. If
this number is significantly smaller than the optimal one, then the prediction accuracy is
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expected to be less than enough. In contrast, if this number is significantly bigger than
optimal one, then the genotyping is expected to be more expensive costly. Therefore,
there is a need for adjusting the number and the positions of tag SNPs. In this study,
the optimal number of tag SNPs for a given dataset is obtained by the exhaustive search
method. It is given to the GA as an input. Let us denote the optimal number of tag
SNPs by N , the set of tag SNPs generated for an individual in a generation of the GA
by GS, and the cardinality by |GS|. In this study, the adjusting of the content of the GS
set is done as follows:

If |GS| < N , then GS is expanded with the new tag SNPs so that |GS| becomes
equivalent to N .

If |GS| > N , then GS is reduced by removing its elements so that |GS| becomes
equivalent to N .

According to this approach, the total number of SNPs is n; in the jth iteration of the
adjusting n− |GS| − j + 1 testing will be needed. The total number of such testing is to
be

T =
k∑

j=1

(n− |GS| − j + 1),

where k = |N − |GS||. Since always |GS| ≥ 0 and k < n,

T =
k∑

j=1

(n− |GS| − j + 1) < n2

That is, the worst time complexity of selecting a subset of tag SNPs with the best
prediction accuracy is to be quadratic (polynomial) in the number of SNPs. We predict
the values of the rest of SNPs for a given dataset based on the subset of tag SNPs obtained
for this dataset. Our experimental studies showed that the best approach for this aim
is the well known support vector machine (SVM). Therefore, we developed an approach
called Genetic Algorithm – Support Vector Machine (GA-SVM) Method, working in the
following two steps:

1. GA produces a certain subset of tag SNPs for a certain individual at each of its own
iteration and adjusts the number and positions of the elements of this subset.

2. Based on the subsets generated by GA, SVM predicts the values of the rest of SNPs
for each individual.

For the evaluation of the prediction accuracy of the algorithm implementing this ap-
proach, we use the “Leave-one-out cross-validation” (LOOCV) method [8-10,21,37]. The
experiments performed on a lot of datasets show that the proposed method provides av-
eragely 6.87% better accuracy than other methods of the same purpose at the range of 2
to 10 tag SNPs.

The rest of the paper is organized as follows. In Section 2, the selection problem of tag
SNPs is explained. In Section 3, the method used for selection of tag SNPs is presented.
The experimental datasets and results are given in Section 4, and Section 5 presents the
conclusions.

2. The Tag SNPs Selection Problem. A diploid organism has two non-identical
copies of each chromosome. Each of these copies is named as haplotype and the data
composed of the combination of two haplotypes is named as genotype [1]. As it is shown
in Figure 1, while each haplotype represents allele information about certain adjacent
SNPs on a given chromosome, each genotype represents combined allele information of
SNPs on a certain pair of homologous chromosomes [6].
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Figure 1. (a) Haplotypes and (b) genotypes of four individuals con-
structed with five SNPs

Figure 2. Numerical representation of (a) haplotypes and (b) genotypes
of four individuals

In a haplotype sequence, SNPs are generally bi-allelic, i.e., there are only two alleles in
a single SNP: a major allele and minor allele [26]. Each haplotype for bi-allelic SNPs can
be represented by a binary string, where 0 and 1 correspond to major and minor alleles,
respectively. Within a given genotype, an SNP is homozygous if the alleles are the same
and it is heterozygous if the alleles are different. That is, each genotype has four states;
namely, 00, 01, 10, and 11, from which 01 and 10 are recognized as the same states and
are marked by the single number 2. That is, in this encoding of the states of a genotype,
a 0 shows that both alleles of SNP are major homozygous; 1 shows that both alleles of
SNP are minor homozygous, and 2 (01, 10) shows that two alleles of SNP are heterozygous
(Figure 2) [6].
In order to find a subset of tag SNPs providing the prediction the rest of SNPs, a

haplotype matrix H is used. In this matrix, every row represents a certain haplotype hi,
i ∈ {1, 2, . . .,m}, and every column represents a certain SNPj, j ∈ {1, 2, . . ., n}. Here,
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the problem is to find such a subset TS = {t1, t2, . . ., tN} of tag SNPs that is the minimal
among all possible subsets of tag SNPs and provides a prediction of rest of the SNPs with
an accuracy higher than other subsets of tag SNPs provide.

3. The GA-SVM Method. As mentioned above, there are three categories of meth-
ods for selection of the tag SNPs and for the prediction of the allele (major or minor)
of the rest of SNPs: LD-based methods [23-25,27-29], block-based methods [11-15] and
block-free methods [7-10,16-22]. It should be noted that LD-based methods suffer from
low prediction accuracy rates due to decrease in the linkage disequilibrium (correlation
coefficient) between the tag SNPs and the rest of SNPs [26]. Main problem of the block-
based methods is that the correct block identification algorithm is still unknown. In
addition, selection of tag SNPs based on local correlations between the markers of each
block ignores inter-block correlations [16]. Among block-free methods, a widely used one
is STAMPA [8-10,20,21,26], which does not give good results for all datasets or all SNPs
[10]. The second block-free based method is the BNTagger method which selects the tag
SNPs based on some threshold value, but this method is very time-consuming, too [10].
The third block-free based method is SVM/STSA that uses hereditary property of the set
of tag SNPs. However, as it is stated in [26], it is time-consuming as well as BNTagger
method. The fourth block-free based method is the hybrid PSO-SVM. But the prediction
accuracy of this method is rather poor when the number of tag SNPs is low.

In order to increase the prediction accuracy of SNPs classification problem we suggest
a hybrid method, in which the tag SNPs are selected by the genetic algorithm, and the
prediction of the rest of SNPs is performed by support vector machine. As mentioned
above, we call this method as GA-SVM method.

3.1. Selecting the tag SNPs by the genetic algorithm.

3.1.1. The initial population. The dataset is represented by a binary matrix H with m
rows and n columns, where each row and each column are marked by a certain haplotype
(individual) and certain SNPs, respectively [10]. Each individual in such a matrix is
represented by an n-bit binary vector. Based on this matrix, the genetic algorithm forms
a population matrix P with n columns and q rows, where q is the number of individuals in
the population chosen randomly from the range 10 to 200 [38,39]. The entry pij ∈ {0, 1}
of the matrix P represents the value of jth SNP for ith individual. A 1 in an individual
shows that the associated SNP is a tag SNP and a 0 shows that the value of associated
SNP has to be predicted. While all individuals have the same number of tag SNPs denoted
by N , different individuals have different combinations of N < n SNPs from the n SNPs.
For example, in Figure 3 is a P matrix with n = 15 SNPs and 5 individuals where are
shown 5 sets of the size 5 differing from each other by at least one tag SNPs.

Figure 3. Population matrix consisting of 5 individuals and 15 SNPs.
Each individual consists of 5 tag SNPs and 10 tagged SNPs.
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A genetic algorithm is an iterative procedure, which maintains a constant population
size formed from the candidate solutions [40,41]. In each of the iterations of this algorithm,
three genetic operators (selection, crossover, and mutation) are performed to generate
a new population (offspring). The chromosomes of new populations are evaluated by
using the fitness function given in the next subsection. Based on these evaluations, the
newly generated populations which are better than earlier ones are fixed as the candidate
solutions [40,41].

3.1.2. The fitness evaluation. In GA, for the fitness evaluation of populations, Leave-
one-out cross validation (LOOCV), 10-fold cross-validation and 5-fold cross-validation
methods are used. In this study, we use LOOCV method because its prediction accuracy
is significantly better than the others [8-10,21,37,42]. According to LOOCV method, in
the jth iteration, (1) the jth haplotype is removed from the matrix H. (2) From the
remaining haplotypes, the tag SNPs are selected by using the GA. (3) The selected tag
SNPs are used for predicting the tagged SNPs (the rest of SNPs) present in the removed
haplotype. This process is repeated for all j = 1, 2, . . .,m, i.e., until all haplotypes in H
are processed as the validation data. In this case, the prediction accuracy (fitness value)
is obtained as the ratio of the number of SNPs predicted accurately to the total number
of predicted SNPs.

3.1.3. The natural selection. The individuals with the highest fitness values in the pop-
ulation should survive, and the others should be removed [43]. Natural selection oc-
curs at each iteration of the algorithm. GA includes various selection methods such as
roulette wheel selection, random selection, scaling selection, tournament selection, hier-
archical selection, and so on. In this study, we used the commonly used roulette wheel
selection method [44] because it resembles to the rotation of a wheel on which each chro-
mosome has an area proportional to its fitness. According to this method, a set A of
ordered cumulative probabilities of q individuals and a set B of q numbers generated
randomly in the range from 0 to 1 are formed. Then, for each number bj ∈ B, a num-
ber ci = min{ai ∈ A : ai ≥ bj} is selected. The new population is formed as the set
C = {ci}qi=1.

3.1.4. The crossover operation. In order to improve the new population generated as a
result of natural selection, the crossover operation with a rate of CR is applied to the
individuals of the new population. Generally, the individuals to be subjected to the
crossover operation are chosen randomly. In this study, in order to obtain offspring
chromosomes from parent chromosomes, uniform crossover operator [45] is used. In order
to apply this operator, a crossover mask with 0.5 mixing ratio should be created [46].
This mask is used for determining the particular bits of the parent chromosomes to be
crossover. In a certain bit-position of the crossover mask, a 1 means that the SNPs
associated with that bit must be crossed between its two parents, while a 0 indicates that
the SNPs associated with that bit should remain unchanged. In this study, CR = 0.9 is
used as the crossover rate [26,47]. An example of uniform crossover operation performed
on the individuals 1 and 3 (Figure 3) is given in Figure 4, where the 3th row is the
crossover mask produced by mixing ratio of 0.5.

3.1.5. The mutation operation. In order to improve the population generated by crossover
operation, the mutation operator with a mutation rate MR is applied to it. For this aim,
the mutation operator changes some bits of the population. In order to obtain which bits
are to be mutated, a random number between 0 and 1 is generated for each bit-position
in all chromosomes. If the mentioned number is smaller than MR, then the corresponding
bits of all chromosomes will be mutated by changing each 0 to 1 and each 1 to 0 [26]. In
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Figure 4. Uniform crossover operation applied on individuals 1 and 3

Figure 5. The mutation operation on SNP5 for the individual 4

this study, MR = 0.01 is used as the mutation rate [26,47]. For example, in Figure 5, the
mutation operation on SNP5 for the individual 4 (Figure 3) is shown.

3.1.6. Adjusting the number of tag SNPs. After the crossover and mutation operations,
the number of 1’s indicating the tag SNPs for chromosomes may have been changed [26].
Therefore, the number of tag SNPs for each chromosome should be adjusted so that the
number M of tag SNPs for each chromosome can be equivalent to the number N given
as input for the GA-SVM algorithm. Two approaches for the solution of this problem
have been proposed [9,22,26]. In [22,26], the authors explain an approach, referred to as
random search method, according to which if M > N then M − N tag SNPs selected
randomly are neglected. If M < N , then in order to achieve the requested number of tag
SNPs, N −M SNPs are not selected yet are added to the group of the selected tag SNPs.
Unfortunately, such an adjustment of the numbers of tag SNPs for the chromosomes causes
different prediction accuracy rates in different iterations [9]. In [9], the authors propose
another approach, named as local search algorithm, according to which, in the process
of adjusting the number of selected tag SNPs for chromosomes, the new chromosome
with better prediction accuracy is fixed. For each candidate chromosome, the process
of calculation of prediction accuracy is done by the LOOCV method mentioned above.
Unfortunately, in the random search method, the significant change in the prediction
accuracy from one iteration to another makes the selection of tag SNPs very hard. In
order to minimize the fluctuation of the prediction accuracy, the excessively increasing the
number of the iteration is needed. But in this case, the algorithm takes so much time that
the solution of many practical applications becomes impossible [35]. In the local search
algorithm, to find a new chromosome with the best prediction accuracy, the LOOCV
method, which is rather time-consuming, is used [9]. Therefore, it is also impractical for
many applications [37].

Our experiments with the LOOCV and 10-fold cross-validation methods show that
while 10-fold cross-validation method fulfils the same task as LOOCV method does, it
works approximately 10 times faster than LOOCV method [6]. Therefore, in the local
search algorithm introduced above, we use the 10-fold cross-validation method, accord-
ing to which, the dataset H containing up to thousands of haplotype strings and to be
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processed by the 10-fold cross-validation method is divided into 10 equal parts that are
extracted one by one. For example, in Figure 4, the tag SNPs contained in offspring 1
are marked by M = 6 1’s. In Figure 6, 6 candidate chromosomes are prepared one at
a time replacing the values of tag SNPs from 1 to 0 in the offspring 1 mentioned. The
new offspring 1 chromosome is determined as the candidate chromosome with the best
prediction accuracy.
After adjusting the number of tag SNPs, fitness values (prediction accuracy) for all

individuals in new population are calculated by LOOCV method, and the individual with
the best fitness value is fixed. This operation is repeated NG ∈ {20, 21, . . . , 200}, where
NG is the number of required generations (iterations) given as an input to the algorithm.
From the set of individuals (tag SNPs) fixed as a result of the generations, the one with
the best fitness value is returned.

Figure 6. The preparation of candidate chromosomes one at a time re-
placing 1’s to 0’s in offspring 1

3.2. Predicting the rest of SNPs by support vector machine. In order to predict
the values of the rest of SNPs, various methods such as correlation-based [16,17], entropy-
based [22,27], k-nearest neighbors-based [19,26], STAMPA-based (selection of tag SNPs to
maximize prediction accuracy) [7,9], Bayesian network-based [8] and SVM-based [10,21]
are used. Among these methods, in bioinformatics, SVM is preferred since it produces
very accurate results and is highly competitive with other data mining approaches such
as neural networks [1,10,48,49]. For example, in Figure 7, the process of prediction of
rest of SNPs is given. As it is seen in this figure, SVM initially builds a model using the
values of the SNPs in haplotypes given as the training set. Then, the values of the rest
of SNPs (unknown SNPs values) belonging to the haplotype in the test set are predicted
by using this model and the tag SNPs obtained by the GA method introduced above.
In SVM-based prediction method, every haplotype present in H matrix (Figure 7) is

considered one test set, where each tag SNP represents one certain feature and each of
the rest of SNPs represents one certain class. The ratio of the number of SNPs predicted
accurately to the total number of predicted SNPs is referred to as the prediction accuracy.
For predicting the values of the rest of SNPs, we use the radial basis function (RBF)

kernel of the integrated software Libsvm designed for support vector classification [50].
Libsvm is used with the parameters γ and C; γ is a parameter to dominate the general-
ization ability of SVM by regulating the amplitude of the RBF kernel function and C is
a parameter controlling the tradeoff between maximizing the margin and minimizing the
training error [32,33]. Various experiments were carried out for the values of γ parameter
ranging from 0.01 to 10. While relatively low prediction accuracy rates for all tag SNPs
were obtained for the values of this parameter smaller than 0.1, it was observed that
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Figure 7. The process of prediction of the rest of SNPs belonging to the
haplotype m

prediction accuracy rates remained approximately unchanged due to the increase in the
number of tag SNPs for the values higher than 0.1. In addition, various experiments were
carried out for the values of parameter C ranging from 0.01 to 10. While low prediction
accuracy rates for all tag SNPs were obtained for the values of this parameter higher
than 0.05, it was observed that prediction accuracy rates increased very little due to the
increase in the number of tag SNPs for the values less than 0.05. However, for the values
of γ = 0.1 and C = 0.05, prediction accuracy for the GA-SVM algorithm increased expo-
nentially since the number of tag SNPs increased. Therefore, for the prediction of values
of the rest of SNPs by the Libsvm, they are used in the experiments as it is recommended
in the literature [10].

3.3. The GA-SVM algorithm. This algorithm (Figure 8) consists of modules im-
plementing the procedures: creation of initial population, fitness evaluation, selection,
crossover, mutation, and adjusting explained in Subsection 3.1.

4. Experimental Results. We processed the following datasets borrowed from the
HapMap project [51] and from other related papers.

ACE (Angiotensin Converting Enzyme) dataset [52]: This dataset consists of 22 haplo-
types belonging to 11 individuals and includes 52 bi-allelic SNPs at 24 kb genomic region
on chromosome 17q23.
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Figure 8. The GA-SVM algorithm

ABCB1 (ATP-Binding Cassette, sub-family B) [53]: This dataset is a gene responsible
for P -glycoprotein and extends over 74 kb of the genome sequence. It consists of 494
haplotypes belonging to 247 individuals and includes 27 bi-allelic SNPs.
LPL (The Human Lipoprotein Lipase) dataset [54]: This dataset spans over 5.5 kb of

region on chromosome 19q13.22. It includes 88 SNPs and consists of 142 haplotypes taken
from 71 individuals.
The chromosome 5q31 dataset [30]: This dataset was derived from the 616 kb region of

human chromosome 5q31 from 129 family trios. While this dataset includes 103 bi-allelic
SNPs, we used only the children population in it.
The D9 dataset of population D [31]: This dataset consists of 180 haplotypes belonging

to 30 family trios taken from Yoruba’s population. It includes 49 bi-allelic SNPs.
Two gene regions STEAP and TRPM8: These datasets consist of 30 CEPH (Utah

residents with ancestry from northern and western Europe) family trios obtained from
HapMap [51]. While the numbers of bi-allelic SNPs in each region are 22 and 101, we
used only the population of parents in these datasets.
In order to evaluate the performance of the GA-SVM approach proposed in this study,

we have written a program in MATLAB 7.4 where the abovementioned Libsvm soft-
ware [50] is used as SVM. In the experiments, we used a target machine with an Intel
Core2Quad@2.83 GHz processor and 4 GB memory, running on Microsoft Windows 7
Professional Edition OS.
The experiments showed that there was an increase in prediction accuracy for the

number of generation and population size of a GA up to 20, and there were not any
improvements in prediction accuracy for the number of generation and population size of
a GA above 20. Hence, we chose a GA with a generation number of 20, and population
size of 20. In addition, we performed many experiments to obtain the best crossover and
mutation rates. The results of these experiments showed that the changes in mutation
and crossover rates do not significantly affect the prediction accuracy of the GA-SVM
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algorithm. Therefore, for crossover and mutation rates we used the values 0.9 and 0.01
as it is recommended in the related literature [47].

The proposed GA-SVM method was compared with BNTagger [8] and Eigen2htSNP
[17] methods on the ACE dataset with 52 SNPs. The result of experiments for this dataset
is given in Figure 9. As it is seen in this figure, GA-SVM method exhibited a performance
(prediction accuracy) significantly better than BNTagger and Eigen2htSNP methods for
all numbers of tag SNPs. While our method performs worse only for a single tag SNP,
it performs significantly better in all other situations where the number of tag SNPs is
higher than 1. Moreover, as it is seen in the figure, the prediction accuracy of GA-SVM
method regularly increases with increasing the number of tag SNPs. Furthermore, for 2
to 10 tag SNPs, GA-SVM method has average prediction accuracy rates of 2.53% and
5.02%, which are higher than those of BNTagger and Eigen2htSNP methods, respectively.

Figure 9. Increasing the prediction accuracy of different methods by in-
creasing the number of tag SNPs

For ABCB1 dataset with 27 SNPs, the proposed GA-SVM method was compared with
Eigen2htSNP and STAMPA [7] methods. For one tag SNP, our method reached 95.3%
prediction accuracy in contrast to 55% achieved by Eigen2htSNP methods. For two tag
SNPs, our method reached 97% prediction accuracy in contrast to 96.5% achieved by
STAMPA method. As it is seen in Figure 10, at the range of 2 to 23 tag SNPs, GA-
SVM method exhibits 16.6% and 0.65% more prediction accuracy than Eigen2htSNP and
STAMPA methods, respectively, on the average.

The prediction accuracy of the proposed GA-SVM approach for LPL dataset involving
88 unique haplotypes was compared with those of STAMPA, BNTagger, SVM/STSA [10],
BPSO [9] and PSO-SVM [21] methods. As it is seen in Figure 11, the GA-SVM method
exhibited better performance than the other methods. In particular, at the range of 2 to 20
tag SNPs, the proposed GA-SVM method predicted the rest of SNPs with 3.64%, 2.12%,
3.92%, 5.89% and 1.03% more prediction accuracy than PSO-SVM, BPSO, SVM/STSA,
BNTagger and STAMPA methods, respectively, on the average.
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Figure 10. Comparison of prediction accuracy of GA-SVM method with
STAMPA and Eigen2htSNP methods

Figure 11. The prediction accuracy of GA-SVM and other recent methods
for LPL dataset consisting of 88 unique haplotypes

In Table 1, the minimal numbers of tag SNPs needed for achieving the given prediction
accuracy are given for the dataset LPL with 88 unique haplotypes.
In Table 1, it is seen that while the GA-SVMmethod requires more tag SNPs than PSO-

SVM method in the narrow range of 98% to 99%, it requires significantly fewer number
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Table 1. The minimal number of tag SNPs providing the given prediction
accuracy for dataset LPL

Prediction
Accuracy

(%)

The Minimal Number of Tag SNPs Needed for Achieving the
Prediction Accuracy Given in the First Column

STAMPA BNTagger SVM/STSA BPSO PSO-SVM GA-SVM
90 3 10 1 3 4 1
91 3 11 1 4 7 1
92 3 13 13 5 10 2
93 4 16 20 7 12 3
94 5 17 23 10 13 4
95 9 20 27 15 17 7
96 16 24 29 22 20 12
97 24 28 39 27 22 18
98 34 34 42 30 26 27
99 44 43 47 37 31 37

Table 2. The prediction accuracies for the dataset 5q31 for different num-
bers of tag SNPs

The Number of
Tag SNPs

The Prediction Accuracy (%) Provided
STAMPA BNTagger SVM/STSA BPSO PSO-SVM GA-SVM

1 − 87,13 86,81 − 85,00 86,85
2 80,00 89,10 89,32 90,02 90,07 90,23
3 84,28 90,00 − 90,91 91,78 92,17
4 86,70 91,18 92,24 91,89 92,63 92,93
5 88,81 91,90 − 93,12 93,98 94,54
6 90,06 92,73 94,09 94,10 94,96 95,22
7 91,23 93,08 − 95,00 95,91 96,31
8 91,90 93,81 95,28 95,00 95,93 96,71
9 92,28 94,76 − 95,87 95,97 97,53
10 93,01 94,90 96,09 95,93 96,85 97,90

of tag SNPs than the other methods in the wide range of 90% to 97%. In other words,
if the required prediction accuracy is more than 97%, the PSO-SVM method should be
used, whereas in all other situations the GA-SVM method has to be used. This finding is
supported by Tables 2-5, in which the prediction accuracy levels provided by the methods
STAMPA, BNTagger, SVM/STSA, BPSO and PSO-SVM for the datasets 5q31, TRPM8,
STEAP and D9 are given.

As it is seen in Tables 2-5, for all numbers of tag SNPs in the range of 1 to 10, the
GA-SVM method provides a significantly higher accuracy rate than the other methods.

5. Conclusions. In this study, a new method for selecting the tag SNPs and predicting
the rest of SNPs in a gene is proposed. This knowledge is basically used for identifying
the genetic variants associated with complex diseases. In the proposed method, which
is simply referred to as GA-SVM method, for the prediction of SNPs and selection of
tag SNPs, SVM and GA are used, respectively. The prediction accuracy of the GA-
SVM method was compared experimentally with other existing methods by using the
datasets of different sizes. The results of experiments show that the proposed method
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Table 3. The prediction accuracies for the dataset TRPM8 for different
numbers of tag SNPs (this dataset has not been processed by the method
BNTagger.)

The Number
of Tag SNPs

The Prediction Accuracy (%) Provided
STAMPA SVM/STSA BPSO PSO-SVM GA-SVM

1 − 88,89 − 85,00 89,95
2 82,57 90,50 90,02 90,00 90,63
3 86,23 − 90,10 90,00 92,17
4 87,89 90,67 90,17 92,09 92,97
5 89,30 − 92,23 92,98 93,34
6 91,90 93,67 92,71 93,61 94,52
7 92,42 − 93,94 95,14 95,31
8 93,14 95,56 95,00 95,87 96,16
9 93,44 − 96,03 95,92 96,58
10 94,70 96,74 96,12 95,96 97,17

Table 4. The prediction accuracies for the dataset STEAP for different
numbers of tag SNPs (this dataset has not been processed by the methods
BNTagger, BPSO and PSO-SVM.)

The Number
of Tag SNPs

The Prediction Accuracy (%) Provided
STAMPA SVM/STSA GA-SVM

1 − 94,02 94,36
2 95,00 98,18 98,27
3 95,10 − 99,45
4 94,67 99,68 99,70
5 96,22 − 99,72
6 96,43 99,73 99,76
7 96,81 − 99,81
8 97,14 99,79 99,85
9 97,66 − 99,89
10 97,98 99,80 99,93

Table 5. The prediction accuracies for the dataset D9 for different num-
bers of tag SNPs (this dataset has been processed only by the method
BPSO.)

The Number
of Tag SNPs

The Prediction Accuracy (%) Provided
BPSO GA-SVM

1 − 81,91
2 74,52 84,43
3 75,21 86,20
4 77,34 87,23
5 78,51 88,40
6 79,22 89,14
7 80,53 89,91
8 81,22 91,00
9 83,03 91,92
10 84,71 91,83
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has significantly higher accuracy rates than other methods for all possible numbers of tag
SNPs.
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