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Abstract. In this study, a new hybrid feature selection method named as AP has been
formed to detect breast cancer, using association rules (Apriori algorithm) and Principal
Component Analysis (PCA) together with artificial neural network classifier. Thanks
to this hybrid system, both the decrease in the size of data and the successful and fast
training of classifiers have been achieved. In order to detect the accuracy of the suggested
system, Wisconsin breast cancer data have been used. 10-fold cross-validation has been
used on the classification phase. The average classification accuracy of the developed AP
+ NN system is 98.29%. Among the studies performed through cross-validation method
for breast cancer, our study result appears to be very promising. As the results suggest,
this system, which is performed through size reduction, is a feasible system for faster and
more accurate diagnosis of diseases.
Keywords: Breast cancer diagnosis, Feature selection, Neural network, Apriori, PCA

1. Introduction. By the way electronic and information technologies are used to solve
medical problems new diagnosis systems are developed for medical doctor. The devel-
oped systems are decreasing diagnosis error and they provided standardization of data
acquisition. The most studied medical problem is early diagnosis of cancers.

To solve medical problems in the use of electronic and information technologies devel-
oped new disease diagnostic systems for doctors. Developed in the medical field, these
systems reduce errors and standardize the data collected. The early diagnosis of cancers
is the most studied medical problem.

Cancer is the state where the body cells lose their functions, start multiplying and
dividing uncontrollably. Cancer cells accumulate and form tumors (bulks). Tumors can
be benign (well-tempered) or malignant (ill-tempered) [1]. The leading cause of death in
the world is still cancer based on malignant tumors. It has been recorded that 7.9 million
people died of cancer in 2007 [2]. Cancers are named according to the organ they originate
from. Therefore, the cell growth on breast tissues is called breast cancer. Breast cancer
holds the 2nd spot among the cancer-related causes of death, after lung cancer for women
[1]. According to the data of World Health Organization, around 460,000 women died of
breast cancer in 2008 [2]. Though very rarely seen in males, breast cancer affects one out
of eight females at least one time in their lives. Moreover, a recent research performed
in Canada indicates that this rate is 1/3. Although scientists are aware of the effects
such as genetic factors, obesity and aging, they have not achieved to develop a treatment
that will prevent contracting this disease [3]. In this situation, the most suitable type of
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treatment is early diagnosis. Diagnosis of the disease in the early phase saves many lives.
The medical analysis results of those who are suspected to carry the disease are used
to diagnose the cancer. These analyses can be sorted as social statistics, blood values,
prints of medical imaging devices (Roentgen, MR, Doppler and Mammography). As is
seen, a great deal of data emerges to be evaluated after the medical analysis results. The
obtained large amounts of data must be analyzed efficiently for medical diagnostics. It has
become widespread in the recent years to use the fast-growing information technologies
and especially data mining techniques to analyse these data. Data mining is a very
common technique used for determining, verifying and estimating data. Recently referred
to as data classification methods, data mining techniques have more common use in
pattern recognition and have been used frequently for identifying the cancer disease [4].
In this study, AP + NN method is suggested to be used in the diagnosis of breast

cancer. Our method consists of 2 phases. In the first phase, the feature selection methods,
namely Apriori and PCA are used respectively. Therefore, the important features have
been selected and feature vector size has been reduced. In the second phase, these reduced
data are used for the artificial neural network and classification has been performed.
The rest of the paper is organized as follows. In Section 2, we present the related works

of breast cancer classification and feature selection. In Section 3, we describ Wisconsin
breast cancer database which is used for the proposed system. Our used algorithm and
methods (Apriori, Principal Component Analysis and Artificial Neural Networks) are
given in detail in Section 4. The experimental application and the experimental results
are given to show the effectiveness of our method, respectively in Section 5 and Section
6. Finally, we conclude this paper in Section 7.

2. Related Works.

2.1. Breast cancer classification. In the last decades, a lot of researchers have stud-
ied on prediction and classification of breast cancer pattern. For breast cancer problem,
Goodman et al. used three different methods. The first, optimized-LVQ method per-
formance obtained 96.7% classification accuracy, the second, big-LVQ method reached
96.8% and the last method, AIRS, which he proposed depending on the artificial immune
system, obtained 97.2% classification accuracy [5]. Abonyi and Szeifert obtained 95.57%
classification accuracy for 10-fold validation experiment with the application of supervised
fuzzy clustering [6]. A least square support vector machine (LS-SVM) classifier algorithm
was proposed for breast cancer diagnosis in [7] and classification accuracy was obtained
98.53% using 10-fold cross validation. Akay used SVM-based method combined with fea-
ture selection for breast cancer diagnosis and it was observed that the proposed method
yields the highest classification accuracies without cross-validation (98.53%, 99.02%, and
99.51% for 50-50% of training-test partition, 70-30% of training-test partition, and 80-
20% of training-test partition, respectively) for a subset that contained five features [1].
Yeh et al. proposed a new hybrid approach using discrete particle swarm optimization
and statistical method for mining breast cancer pattern and it reached accuracy of 98.71%
[4]. Karabatak and Ince proposed an AR + NN method to use in breast cancer diagnosis
problem. This method consists of two-stages. In the first stage, the input feature vector
dimension is reduced by using association rules. This provides elimination of unneces-
sary data. In the second stage, neural network uses these inputs and classifies the breast
cancer data. In test stage, 3-fold cross validation method was applied. The average cor-
rect classification rate of proposed system is 95.6% for four inputs and 97.4% for eight
inputs [8]. Marcano-Cedeño et al. presented an Artificial Neural Network based on the
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biological metaplasticity property for Classification of Breast Cancer. The obtained Ar-
tificial metaplasticity Multilayer Perceptron (AMMLP) classification accuracy is 99.26%
without cross-validation [9]. A rough set (RS) based supporting vector machine classifier
(RS SVM) is proposed for breast cancer diagnosis by Chen et al. and it was observed the
proposed method achieved (the highest classification accuracies 99.41%, 100%, and 100%,
average accuracies 96.55% 96.72% 96.87% for 50-50% of training-test partition, 70-30%
of training-test partition, and 80-20% of training-test partition, respectively) for a subset
that contained five features via 5-fold cross-validation [10].

2.2. Feature selection. Feature selection plays a very significant role for the success of
the system in fields like pattern recognition and data mining. Feature selection provides
a smaller but more distinguishing subset compared with the starting data, selecting the
distinguishing features from a set of features and eliminating the irrelevant ones. This
results in both reduced processing time and increased classification accuracy.

For feature selection, there are many methods in the literature covering a wide range
from filtering to wrapping approaches [11,12]. In the filter approach, the goodness of
an attribute or set of attributes is estimated by using only intrinsic properties of the
data, while in the wrapper approach, the merit of a given candidate subset is obtained
by learning and evaluating a classifier using only the variables included in the proposed
subset [13]. Principal component analysis (PCA) and linear discriminant analysis (LDA)
are the popular feature selection methods to reduce size [14].

In the recent years, many methods have been used for feature selection; particularly
artificial intelligence, feature conversion methods and statistical methods: boosting fea-
ture selection for neural network based regression [15], filter model for feature subset
selecting based on genetic algorithm [16], application of ant colony algorithm for feature
selection [17], feature selection using particle swarm optimization [18], a discrete particle
swarm optimization method for feature selection [19], feature selection by Weighted-SNR
for cancer microarray data classification [20], Bhattacharyya space for feature selection
[21], subspace based feature selection method [12], support vector-based feature selection
using fisher’s linear discriminant and support vector machine [22], HMM (Hidden Markov
Models) based feature space transform for voice pathology detection [23] have been used.

3. Wisconsin Breast Cancer Database. We have used the Wisconsin breast cancer
database (WBCD taken from the UCI machine learning repository) which was obtained
from the University of Wisconsin Hospitals, Madison from Dr. W. H. Wolberg in our
experiments. This dataset is commonly used among researchers who use machine learning
methods for breast cancer classification, so it provides us to compare the performance of
our method with that of others [1]. There are 699 records in this database. Each record
in the database has nine attributes, each of which is represented as an integer between
1 and 10. The features are clump thickness, uniformity of cell size, uniformity of cell
shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal
nucleoli and mitoses. This dataset contains 16 instances with missing attribute values.
We substituted the missing data by frequently encountered values of own class. In this
database, four hundred and fifty eight samples of the dataset (65.5%) belong to benign
class, and two hundred and forty one samples of the dataset (34.5%) are of malignant
class. The nine attributes are detailed in Table 1 [1,8,9,24,25].
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Table 1. Wisconsin breast cancer data description of attributes

Attribute
number

Attribute
Description

Values of
attributes

1 Clump thickness 1-10
2 Uniformity of cell size 1-10
3 Uniformity of cell shape 1-10
4 Marginal adhesion 1-10
5 Single epithelial cell size 1-10
6 Bare nuclei 1-10
7 Bland chromatin 1-10
8 Normal nucleoli 1-10
9 Mitoses 1-10

N = 699 observations, 241 malignant and 458 benign

4. Methods.

4.1. Association rules. Data mining is the whole study of extracting meaningful and
useful data from the current, meaningless data. Association rules find the relations be-
tween the values that features can take in large data sets [26]. For researchers and compa-
nies who are processing data, discovering useful association relations inside large amounts
of data enables the researchers’ studies and companies’ activities to become much more
efficient. While finding association rules in large databases, the criteria are whether each
element is repeated as many as the pre-determined minimum support number and whether
the frequently repeated elements constitute strong association rules [27].
The mathematical model of association rules was expressed by Agrawal et al. in 1993.

In this model, I = {i1, i2, . . . , im} is defined as the set of objects and D is defined as the
set of operations. Each operation within the database D is called T. The sets of objects
are adjusted, providing T⊆ I. Let us take A and B as sets of objects. If A⊆T, T set
of operations contains A, which is formed by some of the elements of I. This association
rule is expressed as A⇒B. Here, A⊂ I, B⊂ I and A∩B = Ø [28,29]. Mathematical
expressions related to Apriori algorithm are defined as in Equations (1)-(3):

support (A ⇒ B) = P (A ∪ B) (1)

confidence (A ⇒ B) = P (B/A) or (2)

confidence (A ⇒ B) = support (A ⇒ B)/support (A) (3)

where support (A) = support (A⇒A).
In this algorithm, the first thing to do is to define the support value of the rule A⇒B.

Support value is the probability of the operation T to contain A∪B. Afterwards, the
confidence value of the rule A⇒B is defined. This probability is the probability for
the operation T to contain A along with B. The associations that exceed the defined
threshold values are taken into consideration. These are called exceptional patterns. The
aim of association rules is to help find A⇒B rules larger than the minimum support and
confidence values provided externally to the algorithm [30].

Apriori algorithm. One of the significant algorithms for the introduction of association
rules in the history of data mining, apriori algorithm was developed by Agrawal et al. in
1994. Apriori algorithm is one of the most frequently used algorithms for the extraction
of association rules. The apriori algorithm takes its name from the word root “prior”,
since it acquires the information of frequently encountered (common) objects from the
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previous step. This algorithm is based on the rule that “all the subsets of a common set
of objects should also be common” [29]. The algorithm’s pseudo-code is given in Table 2.

As shown in pseudo-code at Table 2, in order to find frequent data sets with k elements
in a priori algorithm, database is scanned for k times. Subsets of values allocated for
intensive object sets have to be frequent data sets. Product codes to be endingly then
their numbers in the set are counted in order to be checked with support value. When data
sets pass to the next stage, numbers are re-counted. Nominee set values are shown with C.
Nominee sets of K data set include c[1] elements data set, c[2] elements data set . . . . C[k]
elements data sets. Data sets over support value of C nominee data sets are transmitted
into intensive object sets. Intensive object sets are represented with L. Find candidate
objects. Support values are below the values considered [21]. C candidate objects are all
sub-clusters. Dense clusters of objects; this procedure is carried out non-candidates.

After finding intensive object sets over database, strong rules can be constituted with
these object sets. These rules provide both minimum support and reliability values. These
rules can be obtained by using Equations (4) and (5) [30].

Confidence (A ⇒ B) : P (B\A) = Support Value (A ∪ B)/Support Value (A) (4)

where (A∪B) Support Value is set numbers in which A and B objects are together, (A)
Support Value is objects in which A is alone. Association rules like following can be
obtained from this Equation (4). Scan X object and non-empty sub sets of X are found.

For non-empty sets;

“s ⇒ (X − s)” if support (X)/supportdestek (s) ≥ min rel (5)

Equation is implemented. Values over Min rel (minimum reliability value) are taken.

Table 2. Pseudo-code of Apriori Algorithm
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4.2. Principal component analysis. Principal Component Analysis (PCA) is a sta-
tistical method frequently used for data analysis. PCA is a conversion technique which
makes it possible to reduce the size of data sets which include a large number of interre-
lated features, so that the current data can be expressed with a fewer number of variables.
The converted variables are named as the principal components of the first variables, and
the first of the fundamental variables is the highest variance value. Other principal com-
ponents are ordered with descending variance values [31]. The feature reduction method
of PCA can be explained as below:
The M is a t-dimensional data set. The n principal axes G1, G2, . . . , Gn here 1 ≤ n ≤ t,

are orthonormal axes onto which the retained variance is maximum in the projected space
[32]. Commonly G1, G2, . . . , Gn can be given by the n leading eigenvectors of the sample
covariance matrix:

C =

(
1

L

) L∑
k=1

(xk − x̄)T (xk − x̄). (6)

Here xk ∈ M , x̄ is the mean of samples, L is the number of samples. According to this:

UGk = vkGk, k ∈ 1, . . . , n, (7)

Here vk is the kth largest eigenvalue of U . The n principal components of a given obser-
vation vector xk ∈ M are given as below:

Q = [q1, q2, q3, . . . , qn] =
[[
GT

1 x,G
T
2 x, . . . , G

T
nx

]
= GTx

]
(8)

There, q is the n principal components of x [33].

4.3. Artificial neural networks. Artificial Neural Networks (NN) are biologically in-
spired, intelligent techniques and they have a number of simple and highly interconnected
layers of neurons. Multilayered perceptron neural networks (MLPNNs) are the simplest
NN architectures, and therefore most commonly used [34,35]. The MLP structure is seen
in Figure 1.
An MLPNN has mainly three layers: an input layer, an output layer, and an interme-

diate or hidden layer. The input layer neurons distribute the input signals xi to neurons
in the hidden layer (s). Each hidden layer neuron j sums up its input signals xi after
weighing them with the strengths of the respective connections wji from the input layer

Figure 1. Multi-layer perceptron structure
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and computes its output yj as a function f of the sum:

yj = f
(∑

wjixi

)
(9)

where f can be a sigmoid or hyperbolic tangent function. The output of neurons in the
output layer is computed similarly.

Training a network consists of adjusting weights of the network using a learning al-
gorithm. The Back-Propagation [36] learning algorithm is used in this study. It is a
gradient descent with momentum and adaptive learning rate backpropagation that gives
the change ∆wij(k) in the weight of a connection between neurons i and j as follows:

∆wji(k) = αδjxi + µ∆wji(k − 1) (10)

where xi is the input, α is the learning coefficient, µ is the momentum coefficient, and δi
is a factor depending on whether neuron j is an output neuron or a hidden neuron. For
output neurons,

δj =
∂f

∂netj

(
yTj − yi

)
(11)

where netj =
∑

xiwji and yTj is the target output for neuron j. For hidden neurons,

δj =
∂f

∂netj

∑
q

wqδq (12)

As there are no target outputs for hidden neurons in Equation (12), the difference
between the target and actual output of a hidden neuron j is replaced by the weighted
sum of the δq terms already obtained for neurons q connected to the output of j. Thus,
iteratively beginning with the output layer, the δ term is computed for all neurons in all
layers except the input layer and weights were then updated according to Equation (10).

4.4. Performance evaluation. Four methods for performance evaluation of breast can-
cer diagnosis are used. These methods are classification accuracy, confusion matrix, anal-
ysis of sensitivity and specificity, and k-fold cross validation.

4.4.1. Classification accuracy. In this study, the classification accuracies for the datasets
are measured using the equation:

accuracy (T ) =

∑N
i=1 assess (ti)

N
, ti ∈ T (13)

assess (ti) =

{
1, if classify (ti) ≡ correctclassication,
0, otherwise,

(14)

where T is the set of data items to be classified (the test set). N is the number of testing
samples of the dataset. We will also show the accuracy of our performed k-fold cross
validation (CV) experiment.

4.4.2. Confusion matrix. The confusion matrix contains four classification performance
indices: true positive, false positive, false negative, and true negative as shown in Table
3. These four indices are also usually used to evaluate the performance the two-class
classification problem [37].
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Table 3. The four classification performance indices included in the con-
fusion matrix

Actual class
Predicted class

Positive Negative
Positive True positive (TP) False negative (FN)
Negative False positive (FP) True negative (TN)

4.4.3. Analysis of sensitivity and specificity. For sensitivity, specificity, positive predictive
value and negative predictive value, we use the following expressions [7].

Sensitivity (%) =
TP

TP + FN
× 100 (15)

Specificity (%) =
TN

TN + FP
× 100 (16)

Positive predictive value (%) =
TP

TP + FP
× 100 (17)

Negative predictive value (%) =
TN

TN + FN
× 100 (18)

4.4.4. k-fold cross-validation. k-fold cross-validation is used for the test result to be more
valuable [38]. In k-fold cross-validation, the original sample is partitioned into k sub-
samples randomly. Of the k sub-samples, a single sub-sample is retained as the validation
data for testing the model, and the remaining k − 1 sub-samples are used as training
data. The cross-validation process is then repeated k times (the folds), with each of the k
sub-samples used exactly once as the validation data. The average of k results from the
folds gives the test accuracy of the algorithm [39].

5. Experimental Application. In this study, AP + NN method is proposed to be used
in the problem of breast cancer. Our method consists of 2 phases, as shown in Figure
2. In the first phase, the feature selection methods, namely Apriori and PCA are used
respectively. Therefore, the important features have been selected and feature vector size
has been reduced. In the second phase, these reduced data are used for the artificial
neural network and classification has been performed.

5.1. Apriori + PCA (AP). Apriori + PCA (AP) is a hybrid feature selection method
combining Apriori, which is used to find the relations between features in large databases,
and PCA, which is a conversion technique which makes it possible to reduce the size of
data sets which contain inter-related variables. The advantages of this hybrid system
are that it enables selecting of significant inputs by eliminating unnecessary ones, makes
it possible to deal with less size of data, increases the classification competence of the

Figure 2. Block diagram of the proposed system
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system, and decreases the requirement for memory and capacity thanks to more efficient
work in smaller-size spaces.

On the first phase of the AP technique, the association rules between input parameters
have been detected. While detecting these relations, rules that possess a sufficient support
value and confidence value have been extracted. Two rules that have turned out to hold
the highest level of security and that can be used in feature selection are provided on
Table 4.

Table 4. Rules taken into consideration

Input Value confidence
1, 2, 3, 7 => 9 1, 1, 1, 3 => 1 100%
1, 3, 8, 9 => 2 1, 1, 1, 1 => 1 100%

According to the first rule, if the 1, 2, 3, 7 input parameters have the same value, 9nd
input parameter should also have the same value. Therefore, we can say that the ninth
input value depends on the other inputs. That is why, the 9nd input parameter is not
used while inputting for NN. The other inputs have been converted into PCA space and
one more input parameter have been eliminated from this space. The parameters reduced
in size have been provided into NN as input parameters.

According to the second rule, if the 1, 3, 8, 9 input parameters have the same value,
2nd input parameter should also have the same value. Therefore, we can say that the
second input value depends on the other inputs. That is why, the 2nd input parameter is
not used while inputting for NN. The other inputs have been converted into PCA space
and two input parameters have been eliminated from this space. The parameters reduced
in size have been provided into NN as input parameters.

The artificial neural network results of these two rules are 98.14% and 98.29%, respec-
tively. Since the second rule has a better result according to these ANN results, the second
rule has been selected to compare with the others.

5.2. NN layer. Values obtained from AP algorithm, are used as input of multi-layer
perceptron neural network classifier. MLP architecture and training parameters used in
the study are given in Table 5. The length of the whole data was 699 lines. The inputs were
clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, single
epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses. Malignant
and benign were the NN output. Firstly, these inputs analyze apriori algorithm for feature
selection. According to Apriori algorithm results, one of inputs named as uniformity of
cell size and mitoses can be eliminated. So, input numbers can be reduced to eight.

Table 5. MLP architecture and training parameters

Architecture
The number of layers 3
The number of neuron on the layers Input:6, Hidden:18, Output:1
The initial weights and biases Random
Activation Functions Tangent-sigmoid (for hidden layer)

Log-sigmoid (for output layer)
Training parameters
Learning rule A gradient descent with momentum and

adaptive learning rate backpropagation
Goal 0.000001
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Obtained data set converted PCA data space and then most significant six data columns
are used NN input. Consequently, the number of nodes for input NN and output NN were
formed as 6 and 1, respectively. For best NN structure, the number of hidden layer nodes
obtained 18. The developed NN structure included one hidden layer. MLP feed forward
back-propagation was used as an NN structure. In the training of neural network, A
gradient descent with momentum and adaptive learning rate backpropagation algorithm
is used. We used this method as a 10-fold cross-validation in our applications.

6. Experimental Results and Discussion. Using AP hybrid feature selection method
on the first phase, related features have been selected and feature vector size has been
reduced. Using 10-fold cross-validation method in the second phase, NN classification
has been performed. In the cross-validation, whole data are divided into equal ten parts
named as CV-1, CV-2, . . . , CV-10. A column has been eliminated in the apriori result,
as well as another column in PCA space. The result on Table 6 has been achieved by
eliminating the 9th and 2nd columns respectively from the apriori and reducing a column
from the PCA space. According to these results, it has been seen that the result achieved
by eliminating the 2nd column and reducing a column from the PCA space is better, thus
selected for comparison.
The NN performance results (sensitivity, specificity, positive predictive value, negative

predictive value, correct classification rate) acquired by means of implementing the 10-fold
cross-validation are indicated in Table 7.

Table 6. Correct classification rate for breast cancer detection using AP + NN

The classifier Epochs
The neuron

number of the
hidden layer

Average of
Correct

classification
rate (%)

AP + NN
(Except for 2)

(6, 18, 1)
325 18 98.29

AP + NN
(Except for 9)

(6, 3, 1)
350 3 98.14

Table 7. Performance results for breast cancer detection using AP + NN
(except for 2)

The
classifier

Cross
validation
partitions

Sensitivity
(%)

Specificity
(%)

Positive
predictive
value (%)

Negative
predictive
value (%)

Correct
classification

rate (%)

AP + NN
(Except for 2)

(6, 18, 1)

CV-1 100 100 100 100 100
CV-2 100 100 100 100 100
CV-3 100 92.59 95.56 100 97.14
CV-4 95.45 96.15 97.67 92.59 95.71
CV-5 97.78 100 100 96.15 98.57
CV-6 97.92 100 100 95.65 98.57
CV-7 97.50 100 100 96.77 98.57
CV-8 97.73 100 100 96.30 98.57
CV-9 97. 73 100 100 96.30 98.57
CV-10 95.92 100 100 91.30 97.14

Average 98.03 98.87 99.32 96.51 98.29
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Table 8. Confusion matrices obtained using our method on cross-
validation partitions

Cross

validation
partitions

Actual

class
Number of
predicted
“benign”

Number of
predicted
“malignant”

Cross

validation
partitions

Actual

class
Number of
predicted
“benign”

Number of
predicted
“malignant”

CV-1
Benign 49 0

CV-6
Benign 47 1

Malignant 0 20 Malignant 0 22

CV-2
Benign 52 0

CV-7
Benign 39 1

Malignant 0 18 Malignant 0 30

CV-3
Benign 43 0

CV-8
Benign 43 1

Malignant 2 25 Malignant 0 26

CV-4
Benign 42 2

CV-9
Benign 43 1

Malignant 1 25 Malignant 0 26

CV-5
Benign 44 1

CV-10
Benign 47 2

Malignant 0 25 Malignant 0 21

Table 9. Classification accuracies obtained with our proposed system and
other classifiers from literature

Author (Year) Method Classification
accuracy (%)

Goodman et al. (2002)

Optimized-LVQ (10 × CV) 96.70
Big-LVQ (10 × CV) 96.80
AIRS (10 × CV) 97.20

Abonyi and Szeifert (2003) Supervised fuzzy clustering (10 × CV) 95.57
Polat and Gunes (2007) LS-SVM (10 × CV) 98.53

Karabatak and Ince (2009)
AR1 + NN (3 × CV)
AR2 + NN (3 × CV)

97.4
95.6

Yeh et al. (2009) DPSO (without CV) 98.71
Marcano-Cedeño et al. (2011) AMMLP (without CV) 99.26

Chen et al. (2011)

RS SVM (5 × CV) (train: 50%-test: 50%)
RS SVM (5 × CV) (train: 70%-test: 30%)
RS SVM (5 × CV) (train: 80%-test: 20%)

96.55
96.72
96.87

Our study AP + NN (10 × CV) 98.29

Classification results of the network were displayed by using a confusion matrix. The
confusion matrix contains four classification performance indices: true positive, false pos-
itive, false negative, and true negative. Confusion matrices obtained using our method
on cross-validation partitions are given in Table 8.

The comparison of our suggested system with the other systems has been given in Table
9. The result acquired reveals that the average correctness rate of the studies performed so
far on cancer data by employing the method of k-fold cross-validation is a very promising
result.

7. Conclusions. In this study, a new feature selection method (AP) which combines the
Apriori and PCA techniques for the detection of breast cancer has been used. Firstly,
all inputs analyze Apriori algorithm for feature selection. According to Apriori algorithm
results, one of inputs named as uniformity of cell size and mitoses can be eliminated.
So, input numbers can be reduced to eight. Obtained data set converted PCA data
space and then most significant six data columns are selected. The output of this newly
developed hybrid preprocessing algorithm has been applied to multi-layered feed-forward
back-propagation neural network, which is a conventional classifier. For the training and
testing phases to be more reliable on a scientific basis, 10-fold cross-validation method
has been utilized. Consequently, the number of nodes for input NN and output NN were
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formed as 6 and 1, respectively. For best NN structure, the number of hidden layer nodes
obtained 18. In order to evaluate the performance of this system, Winconsin breast cancer
database has been used. The detailed accuracy values of the suggested AP + NN system
are given in Table 7 and the average accurate classification rate of AP + NN system is
98.29%. This average value has been observed to have better results compared with other
systems performed on cancer data using cross-validation. As indicated by this research,
the success of the artificial neural network increases even further by selecting of related
data, converting the data to another space, and eliminating useless and distortive data.
We believe that this study will contribute to the development of faster and more reliable
automatic diagnostic systems in the area of fight against cancer, where early diagnosis
saves lives.
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