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Abstract. A high-capacity distortion-free information hiding algorithm for 3D polygon models is presented. We introduce a novel embedding approach called representation permutation to embed messages in the representation domain. The proposed approach embeds messages by permuting/rearranging vertex representation orders, triangle representation orders, and connectivity information. In contrast to the general data hiding schemes that embed messages by slightly modifying the appearance of cover media, the proposed approach will not degrade any perceptual quality of the cover model, that is, without visual distortion. In addition, the proposed approach can hide \((\beta_p + \beta_p) n_v\) bits on a polygon model (% represents the number of vertices, and the variables \(\beta_p \) and \(\beta_p \) are greater than 2.1 and 3.7, respectively). Furthermore, the proposed approach can easily combine with other spatial-based and spectral-based information hiding schemes to provide additional hiding capacity. Experimental results show that the proposed approach is efficient and can provide greater hiding capacity than recent techniques, while complying with the basic security requirement for steganography.
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1. Introduction. Information hiding has recently become an important research topic and has drawn a lot of attention. Information hiding encompasses a broad range of applications in which the messages are embedded into covert media for different purposes. The main types of information hiding are watermarking and steganography. Both techniques are used to imperceptibly convey private information by embedding data into various digital media. Watermarking focuses on ownership authentication or content protection, whereas steganography hides messages so that no one, apart from the sender and intended receiver, suspects the existence of a message. Compared with the cryptography, the advantage of steganography is that messages do not attract attention to themselves. Thus, cryptography protects the contents of a message, whereas steganography protects both messages and communicating parties. Thus, steganography has been widely used in computer science applications, such as in the following examples: military agencies require unobtrusive communications; criminals place great value on unobtrusive communications, as law enforcement tries to detect and trace hidden messages; digital election and digital cash make use of anonymous communication [1]. Another example would be
modern printers that hide messages by adding tiny yellow dots to each page. These dots, although barely visible actually contain encoded printer serial numbers.

In general, secret information is hidden in another seemingly innocuous host to achieve covert communication in the network. To successfully conceal the existence of secret messages, the host medium is usually chosen in the manner of being nothing relation with the hidden information. With the development of 3D hardware, 3D computing or visualization has become much more efficient than ever. This leads to widespread use of 3D models in various applications such as digital archives, entertainment and game industries [2-5,38-41]. Thus, 3D models can serve as popular and innocuous-looking hosts for hiding other types of digital content. The triangle mesh is commonly used in 3D model representation and is supported by various graphic packages and libraries. A 3D model is represented by elementary elements that include vertex coordinates, vertex normals, texture coordinates, and connectivity information. This un-regular representation is highly different from typical sampling representation such as digital images or videos. Thus, the information hiding schemes for traditional cover media [6-18] are not suitable for 3D models. In this paper, we concentrate on exploiting the characteristic and representation of polygon models to provide a distortion-free and high capacity steganography for covert communication.

In this study, the hidden data, called payloads, are embedded in the representation domain, which can avoid degrading the perceptual quality of host media. We propose a representation permutation approach to embedding messages by permuting/ modifying the vertex/triangle representation orders and connectivity information. This proposed approach can efficiently obtain the desired vertex/triangle permutation from a given hidden message and the desired permutation index (hidden value) from a given vertex/triangle permutation. In addition, the hiding capacity can be increased from 9.5 bits to around 19 bits per vertex depending on the user-defined group size. Furthermore, we combine the proposed representation permutation (embedded in the representation domain) with the multi-layered embedding (embedded in the spatial domain) [19] to provide additional hiding capacity. Experimental results show increased hiding capacity and minimal distortion in our embedding scheme compared with recent approaches [19,20]. The remainder of this paper is organized as follows. Section 2 reviews previous work. Section 3 provides an overview of our information hiding scheme. Section 4 presents our algorithm including embedding and extraction processes. Section 5 illustrates the experimental results and offers certain discussions. Section 6 summarizes the proposed methods.

2. Related Work. Many steganography methods [19-22] and watermarking methods [23-29] have been proposed for 3D polygon models. The main purpose of watermarking is to robustly withstand various malicious attacks for ownership authentication or content protection. Instead of focusing on the aspect of robustness, the steganography algorithm considers capacity, reliability, and security to keep hidden information in the public. An elegant steganography algorithm should hide as many distinguishable secret messages as possible, while being secure enough to prevent attacks from enemies. These conflicting goals have rendered most watermarking schemes unsuitable for steganography.

In this section, we refer only to steganography methods for 3D polygon models. Most of the steganography methods for 3D polygon models are inspired by the well-known concept of quantization index modulation (QIM) proposed by Chen and Wornell [30]. The basic idea of QIM is to split the host media into two states, that is, state “0” and “1”. The elementary elements of host media are quantized to the nearest state region according to the embedded messages. In the work of Cayre and Macq [21], a blind information hiding scheme based on a substitution procedure in the spatial domain was proposed. They
adopted a technique called triangle strip peeling sequence (TSPS) presented in [29] to determine the vertex embedding order for security considerations. Extending the concept of QIM to 3D polygon models, they represented a triangle as a two-state geometrical object, that is, state “0” or “1” by dividing one edge of the triangle by $2^n$. Then, the position of the third vertex in this triangle was quantized/shifted to the nearest state region according to the bit to be hidden. As a result, this method can carry approximately one bit per vertex. Wang and Cheng [22] introduced a multi-level embedding procedure, which is an extension of the embedding scheme proposed in [21], with the aim of increasing the hiding capacity. They embedded messages on three embedding levels, namely, sliding, extending, and rotating, by slightly shifting/quantizing the vertex position to the nearest state region. Therefore, this approach can provide roughly three times the capacity of [21]. Furthermore, in [20], Cheng and Wang extended their previous work [22] further to provide additional hiding capacity. In addition to their previously proposed multi-level embedding procedure (with 3 bits/per vertex capacity), they presented a novel approach called representation rearrangement procedure to hide more data (about 6 bits/per vertex) without additional visual distortion. Their idea is to hide payload by rearranging vertex and triangle orders in the representation domain. Inspired by the concept of QIM, the vertex/triangle representation orders are divided into two different states. Payload is hidden according to the vertex/triangle traverse and representation orders. Recently, Chao et al. [19] presented an embedding approach of high capacity and limited distortion called multi-layered information hiding scheme. Payload is hidden in the spatial domain in multiple layers. This approach can provide close to $3n_{\text{layers}}n_v$ bits capacity for a polygon model (approximately 30 bits/per vertex), where $n_{\text{layers}}$ and $n_v$ represent the number of hiding layers and vertices, respectively. The above-mentioned steganography approaches are all based on the QIM embedding scheme. Unfortunately, these approaches provide insufficient capacity for polygon models even though the payload is embedded in multiple layers [19].

A novel data-embedding technique called representation permutation approach, which is inspired by the concept of embedding in the representation domain [20], is proposed in this paper. This approach can embed a large amount of data (at least 45 bits/per vertex when group size is greater than 10), resulting in a capacity that is higher than related approaches can provide. Unlike QIM-based steganography methods [19-22], the proposed embedding method hides messages by permuting vertex/triangle orders and connectivity information in the representation domain.

![Figure 1. System workflow](image-url)
3. Overview of Steganographic System. Figure 1 schematically illustrates the proposed information hiding scheme. This scheme consists of an embedding procedure and an extraction procedure, each involving two main steps. First, vertex and triangle traverse lists are established. The traverse lists are used to determine the embedding order. Here, we propose a simple and efficient traversal approach based on breadth-first search (BFS) strategy and driven by a secret key. Second, the vertices and triangles in the traverse lists are uniformly partitioned into several independent groups. Payload is then embedded in each vertex/triangle group by permuting the vertex/triangle representation orders. In addition to embedding in the representation domain, messages are also embedded in the spatial domain. In our approach, the proposed representation permutation is combined with the multi-layered embedding approach [19]. In the extraction procedure, the embedding order can also be determined using the same secret key described in the first step. The payload can then be correctly extracted in that order.

4. Proposed Steganography Method. In this section, we first describe the proposed traverse approach, followed by a description on the embedding and extraction approaches in the representation and spatial domains, respectively.

4.1. Traversal sequence. To determine the embedding order, most steganography approaches establish a vertex or triangle traverse list [20-22]. In [21], the TSPS technique is adopted to establish a vertex traverse list. However, this approach cannot visit all the available vertices. Thus the vertices of the cover model cannot be utilized fully. In [22], the authors improved the TSPS technique using a complex jumping strategy. To visit all triangles, the method jumps to an unvisited triangle and sets this triangle as the current triangle when the TSPS process cannot find any neighboring candidate triangles.

In this paper, a simple and efficient vertex/triangle traverse approach based on BFS strategy is presented. The traverse process starts with a user-selected initial triangle and a secret key. Under the BFS strategy, we traverse the vertices/triangles in a polygon model level by level. The traverse order for each depth level is decided by a sequence of binary bits, i.e., a secret key, denoted as $key : b_0b_1 \cdots b_{n-1}$. The traverse order of the $i$-th level is determined by the $(i \text{ mod } n)$-th bit value of the secret key, i.e., $b_{(i \text{ mod } n)}$. If the bit value is “0”, we traverse clockwise. If the bit value is “1”, we traverse counterclockwise. To take security into more consideration, the start triangle is assigned in each level. First, an ordered index is assigned for each triangle $f_i$ in a level, denoted as $index(f_i)$. In level $k$, the ordered index is determined by the bit value $key(k)$ and the last traversed triangle in the previous level, i.e., $(k-1)$-th level. The last traversed triangle is represented as a two-state geometric object, as shown in Figure 2. If the bit value $key(k)$ is “1”, then the index order starts with the triangle adjacent to the right edge of the last traversed triangle and then traverses this level counterclockwise, as mentioned above. If the bit value $key(k)$ is “0”, then the index order starts with the triangle adjacent to the left edge and then traverses clockwise. Once the triangle indexes are determined, the index of the start triangle is set to the remainder of the secret key divided by the number of triangles in a depth level.

![Figure 2. Illustration of the traverse direction](image-url)
level. Take Figure 3 for example wherein the secret key is 0010 and the initial triangle is $f_f : (v_5, v_9, v_4)$. The edge represented by the first two vertices of the initial triangle is set as the base edge (edge $v_5v_9$ in this example). The base edge is used to determine the right and left edges in a triangle. The second bit value of the secret key is “0”, and the last traversed triangle in the previous level is the initial triangle $f_f$. Therefore, the index order of the second level starts with the triangle $f_b$, and then traverses clockwise. As a result, the index order in the second level is $\{f_b, f_e, f_g\}$. Next, the value of the secret key is divided by the number of triangles in this level, i.e., $2/3 = 0.2$. We can deduce that the start triangle is $f_g$, i.e., index(2), and the traverse order in this level is $\{f_g, f_b, f_e\}$. In the same way, the vertex traverse order is obtained. The vertex traverse order is established by directly following the triangle traverse order. Initially, the three vertex indexes in the initial triangle push into the vertex traverse list in the representation order ($\{v_5, v_9, v_4\}$ in this example). Then, following the triangle traverse order in the next level, the third vertex of the triangle is directly pushed to the vertex traverse list. Therefore, the vertex traverse order for the first level becomes $\{v_{10}, v_2, v_8\}$ in this example. We will visit all unvisited neighboring triangles/vertices until all the triangles/vertices of the cover model are visited. In this manner, the triangle and vertex traverse lists are obtained efficiently and securely. Figure 4 illustrates this traversal approach. The traverse order is visualized by color. The proposed traversal approach guarantees that all the triangles/vertices can be visited and that the security requirement for steganography is observed.

**Figure 3.** Example of vertex/triangle traversal

**Figure 4.** Traverse sequence generated by the proposed approach. The traverse order is visualized by color.
4.2. **Embedding/Extraction in the representation domain.** In general, 3D polygon models are represented by Cartesian coordinates of vertex \((x, y, z)\) with a list of topology connectivity \((i, j, k)\), where \(i, j, k\) represent the vertex indices of a triangle. Other attributes such as normal, color and texture coordinate can also be included in the representation. For clarity and conciseness, our description of the approach to embed payload is confined to the most important attributes: vertex coordinates and topology connectivity. The proposed embedding approach can be easily applied to the other attributes. The succeeding sections describe the proposed approach for embedding/extraction messages in vertex representation (Section 4.2.1) and topology connectivity (Section 4.2.2).

4.2.1. **Embedding/Extraction in vertex representation.** Once the vertex and triangle traverse lists are determined, the representation permutation strategy is adopted to hide messages in the representation domain. First, the vertex traverse list is uniformly divided into several distinct groups. Each group contains \(p\) vertices, denoted as \(C = \{v_0, \cdots, v_{p-1}\}\). The basic idea is to hide messages by permuting the sequence \(\{v_0, \cdots, v_{p-1}\}\) in each group. Each unique permutation represents a specified hidden value (bit string). For example in Figure 5 (the group size is 5 (from \(v_a\) to \(v_e\))), the permutation \(v_a v_b v_c v_d v_e\) means the hidden message is \(2\) (000010). We use the order of permutation as the hidden message. In this example, 6 bits can be hidden in each vertex group.

<table>
<thead>
<tr>
<th>Permutation</th>
<th>Hidden value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_a)</td>
<td>(v_b)</td>
</tr>
<tr>
<td>(v_a)</td>
<td>(v_b)</td>
</tr>
<tr>
<td>(v_a)</td>
<td>(v_b)</td>
</tr>
<tr>
<td>(v_a)</td>
<td>(v_b)</td>
</tr>
<tr>
<td>(v_a)</td>
<td>(v_b)</td>
</tr>
<tr>
<td>(v_e)</td>
<td>(v_d)</td>
</tr>
</tbody>
</table>

**Figure 5.** The vertex permutations and their corresponding hidden values

One simple way to realize this embedding/extraction approach is to construct a mapping table that records all possible permutations and their corresponding orders (hidden values). We can then embed/extract messages using the values in this table. Unfortunately, the search time and memory storage requirement for this table will be very huge when the group size \(p\) is very large. To solve this problem, we present a more efficient approach to search through the permutation sequences and orders. In the embedding process, given a message \(m\), we want to embed this message into a vertex group/sequence \(\{v_i\}_{i=0}^{p-1}\), that is, to find the corresponding permutation, where the suffix \(i\) represents the order of vertex \(v_i\) in the sequence. If the vertex \(v_0\) is fixed in front of a permutation, there are \((p – 1)!\) possible orderings in this permutation. If the vertices \(v_0, \cdots, v_i\) are fixed in front of a permutation, there are \((p – i – 1)!\) possible orderings in this permutation. Therefore, in this case, we call \((p – i – 1)!\) the permutation coefficient of vertex \(v_i\). To find the ordering (vertex sequence) for a given embedded message \(m\), we divide \(m\) by the permutation coefficient of the first vertex in the sequence \(v_0\), that is, \(m/(p – 1)! = q \cdots m'\), where \(q\) is the integer quotient, and \(m'\) is the remainder. The obtained quotient \(q\) represents the vertex order in the sequence that lies in the first position of the permutation. In other words, the vertex \(v_q\) is the first element in the permutation. Next, remove this
vertex from the sequence and then reorder the sequence, that is \( \{v_i\}_{i=0}^{p-2} \). In the same way, we divide the remainder \( m' \) by the permutation coefficient of the first vertex \( v_0 \) in the sequence, i.e., \( (p-2)! \), to obtain the next element of the permutation. In this manner, we only use \( p \) divisions to find the corresponding permutation for a given embedded message. The following is a simple example where \( m = 4 \) and \( p = 5 \). After five steps, the permutation “\( v_d v_a v_c v_e v_d \)” can be obtained for the embedded message \( m = 4 \).

\[
m = 4 \quad (0000100)_{2}
\]

**Step 1:**

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 & 4 \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( 4/4! = 0 \ldots 4 : v_a \)

**Step 2:**

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( 4/3! = 0 \ldots 4 : v_a v_b \)

**Step 3:**

\[
\begin{array}{cccc}
0 & 1 & 2 \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( 4/2! = 2 \ldots 0 : v_a v_b v_c \)

**Step 4:**

\[
\begin{array}{cccc}
0 & 1 & - \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( 0/1! = 0 \ldots 0 : v_a v_b v_c v_e \)

**Step 5:**

\[
\begin{array}{cccc}
0 & - & - \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( 0/0! = 0 \ldots 0 : v_a v_b v_c v_d v_e \)

The goal is to extract the embedded message \( m \) from a permutation \( \rho \), that is, \( \{v_{\rho(i)}\}_{i=0}^{p-1} \), where \( \rho(i) \) represents the \( i \)-th element in the permutation \( \rho \). The extraction approach is similar to the embedding approach. First, the permutation coefficient of the first vertex \( v_{\rho(0)} \) in the sequence is multiplied by the sequence order of vertex \( v_{\rho(0)} \). Then, the vertex \( v_{\rho(0)} \) is removed from the sequence, and the vertices in the sequence are reordered. This process is repeated until the sequence is empty. The message extraction is formulated in Equation (1). This process is also very efficient as only five multiplications and five additions are required to extract the message. The following is a simple example of extracting a message from permutation “\( v_d v_a v_c v_e v_d \)”.

After five steps, the extracted message is 104 (1101002) for the permutation “\( v_d v_a v_c v_e v_d \)”.

\[
m = \sum_{i=0}^{p-1} (p - i - 1)! \times \rho(i) \tag{1}
\]

Permutation: \( v_d v_a v_c v_e v_d \)

**Step 1:**

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 & 4 \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( v_d : 4! \times 3 \)

**Step 2:**

\[
\begin{array}{cccc}
0 & 1 & 2 & - \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( v_d v_a : 4! \times 4 + 3! \times 0 \)

**Step 3:**

\[
\begin{array}{cccc}
0 & 1 & - & 2 \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\( v_d v_a v_e : 4! \times 4 + 3! \times 0 + 2! \times 2 \)
Step 4:

\[
\begin{array}{cccccc}
0 & 1 & - & - & - & (sequence index) \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\[v_d v_a v_e v_c : 4! \times 4 + 3! \times 0 + 2! \times 3 + 1! \times 1\]

Step 5:

\[
\begin{array}{cccccc}
0 & - & - & - & - & (sequence index) \\
v_a & v_b & v_c & v_d & v_e
\end{array}
\]

\[v_d v_a v_e v_c : 4! \times 4 + 3! \times 0 + 2! \times 3 + 1! \times 2 + 0! \times 0 (104 : 110100_2)\]

For a sequence with \(p\) vertices, there are \(p!\) possible permutations. Therefore, \(k\) bits can be embedded in this sequence, where \(2^k \leq p! < 2^{k+1}\). The hiding capacity of embedding in the vertex representation \(\alpha_p\) is \(k/p\) bits per vertex. As a result, the approach provides a total hiding capacity of \(\alpha_p n_v\) bits, where \(n_v\) represents the number of vertices.

Note that the representation order of the initial triangle and the group size \(p\) in the embedding process must be preserved, as it serves as basis for the extraction process. The initial triangle, it will not be placed in a group and permuted its representation order. To preserve and secure this initial triangle, it is moved to a specified position in the triangle representation after the triangle representation orders are rearranged (embedding messages). This specific position of the initial triangle is calculated as the remainder after dividing the secret key with the number of triangles. As for the group size \(p\), a user-selected private integer is incorporated into a secret key. After receiving the stego model and the secret key, clients can extract the group size \(p\) from the secret key and locate the initial triangle using the stego model and secret key.

4.2.2. Embedding/Extraction in topology connectivity information. The approach of embedding/extracting messages in vertex representation can be applied to triangle representation. Permutation is extended to the connectivity information which is represented by three vertex indexes \((i, j, k)\). To maintain the consistency of triangle normal, these three vertex indexes must be consistently arranged in clockwise or counterclockwise order. Therefore, three permutations are available for connectivity, that is, \((i, j, k)\), \((k, i, j)\), and \((j, k, i)\). We specify the connectivity states 0, 1, and 2 for these three permutations, respectively. Combining these three permutations with the triangle representation orders will lead to more distinguishable permutations and increase hiding capacity in the triangle representation. For a triangle sequence containing \(p\) elements and three states \(\{f^k_i\}_{i=0, k=0}^{p-1; 2}\), there are \(p! \times 3^p\) total possible permutations. All permutations and the corresponding orders (the hidden messages) of a triangle sequence with five elements are listed in Figure 6.

<table>
<thead>
<tr>
<th>Permutation</th>
<th>Hidden value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f^0_a)</td>
<td>0</td>
</tr>
<tr>
<td>(f^1_a)</td>
<td>1</td>
</tr>
<tr>
<td>(f^2_a)</td>
<td>2</td>
</tr>
<tr>
<td>(f^0_b)</td>
<td>3</td>
</tr>
<tr>
<td>(f^2_b)</td>
<td></td>
</tr>
<tr>
<td>(f^2_c)</td>
<td></td>
</tr>
<tr>
<td>(f^2_d)</td>
<td></td>
</tr>
<tr>
<td>(f^2_e)</td>
<td>29159</td>
</tr>
</tbody>
</table>

**Figure 6.** The triangle permutations and their corresponding hidden values. The suffix symbols \(a \ldots e\) represent the triangle order from \(a\) to \(e\) in the triangle sequence.
A triangle permutation \( \rho \) is represented by two sub-permutation functions \( \rho_\alpha \) and \( \rho_\beta \), where \( \rho_\alpha \) represents the triangle index in the sequence and \( \rho_\beta \) represents the triangle stats. The embedding/extraction approaches presented in Section 4.2.1 can be used here. Only the permutation coefficients must be redefined. If the first triangle in the sequence \( f_0 \) is fixed in front of a permutation, then there are \( (p - 1)! \times 3^p \) possible orderings in the permutation. If the triangles \( f_0, \cdots, f_i \) are fixed in front of a permutation, there are \( (p - i - 1)! \times 3^{(p-i)} \) possible orderings in this permutation. Therefore, the permutation coefficient for \( f_i \) is defined as \( (p - i - 1)! \times 3^{(p-i)} \). When the first triangle is fixed in front of a permutation, the number of possible orderings from \( \{f_0, \cdots \} \) to \( \{f_0^1, \cdots \} \) in the permutation is \( (p - 1)! \times 3^{(p-1)} \). When the triangles \( f_0, \cdots, f_i \) are fixed in front of a permutation, the number of possible orderings from \( \{f_0, \cdots, f_i^0, \cdots \} \) to \( \{f_0, \cdots, f_i^1, \cdots \} \) in the permutation is \( (p - i - 1)! \times 3^{(p-i-1)} \). Therefore, the permutation coefficient for \( f_i^k \) is defined as \( (p - i - 1)! \times 3^{(p-i-1)} \). In the embedding process, the message \( m \) is divided by the permutation coefficients to obtain the corresponding permutation. In the extraction process, the permutation coefficients are multiplied by the sequence orders to obtain the message \( m \). The message extraction is formulated as:

\[
m = \sum_{i=0}^{p-1} (p - i - 1)! \times 3^{(p-i)} \times \rho_\alpha (i) + (p - i - 1)! \times 3^{(p-i-1)} \times \rho_\beta (i) \tag{2}
\]

For a sequence with \( p \) triangles, the proposed approach can carry \( y \) bits, where \( 2^y \leq p! \times 3^p < 2^{y+1} \). Therefore, the hiding capacity for embedding in the triangle representation \( \beta_p \) is \( y/p \) bits per triangle. As a result, the approach can provide \( \beta_p n_f \) bits of hiding capacity in the triangle representation, where \( n_f \) represents the number of vertices.

Note that the vertex indexes will change during vertex permutation. Therefore, in the embedding process, the messages are embedded using the vertex permutation approach. The vertex indexes in the face representation (connectivity information) are then modified according to the new vertex indexes obtained after vertex permutation. Then, the succeeding messages are embedded using the triangle permutation approach.

4.3. Embedding/Extraction in spatial domain. The proposed representation permutation approach embeds messages in the representation domain. Only the vertex/triangle representations and the connectivity information are modified; vertex coordinates (appearance of the mode) are preserved. In other words, the cover and stego models remain the same after messages are embedded in the representation domain. Therefore, the proposed distortion-free embedding approach can be successfully combined with other embedding approaches, which embed data in spatial domain or transform domain. Our embedding scheme first embeds messages in the representation domain, and the succeeding messages are then embedded in a different domain. In this paper, the multi-layered embedding approach [19] is adopted to embed messages in the spatial domain. Initially, three end vertices \( V_a V_b V_c \) are selected from the principal axes of the cover models; then the line segment \( V_a V_b \) is aligned with the basis axis in the Cartesian coordinate system. Next, inspired by the concept of QIM, the line segment \( V_a V_b \) is uniformly divided into two state region subsets in an interleaved manner (e.g., 010101...). The state regions are denoted as \( R_0 \) and \( R_1 \), as shown in Figure 7. To recognize the hidden bit value in state region, each state region is divided further into two sub-regions, namely, the change region and the un-change region. The purpose of dividing state regions is to find an empty region, i.e., the change region, among all state regions in order to proportionally move
The mismatched vertices \( v_i \in R_k \), but the hidden bit value is not equal to \( k \), \( k = \{0, 1\} \) to the empty region. In this way, the original vertex position can be reversed when the hidden bit value is extracted.

The approach presented above is a single-layered embedding scheme, which can easily be extended to the multi-layered version by directly adding more layers. Similar to the single-layered version, two state region subsets are arranged in an interleaved manner for each layer in the multi-layered embedding scheme. However, a slight modification is required: the state regions in the even layers are shifted to the right by \( I = 2 \) as shown in Figure 8. This causes vertex to swing, the moving direction of a vertex is bidirectional. Vertices are swinging back and forth in the half interval of a state region when embedding payloads on them. In this manner, additional data can be hidden on each vertex in multiple layers without enlarging the degree of distortion of the cover model. The lower bound distortion is limited to \( I/2 \).

This approach can embed data on \( x \), \( y \), \( z \)-components of a vertex coordinate. Every vertex in each layer can hide 3 bits of information. Therefore, the theoretical upper-bounded capacity of this embedding scheme is \( 3n_{\text{layers}}n_v \) bits, where \( n_{\text{layers}} \) represents the number of embedding layers.

### 4.4. Hiding capacity analysis

The proposed embedding scheme embeds messages in both the representation and the spatial domains. In the representation domain, the proposed approach can provide \( (\alpha_p n_v + \beta_p n_f) \) bits of hiding capacity. For a two-manifold polygon mesh, we can deduce the number of triangles to be approximately twice the number of vertices. As a result, the proposed representation permutation approach can carry
Table 1. Hiding capacity in different group sizes

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\alpha_p$</th>
<th>$\beta_p$</th>
<th>Hiding Capacity (bits/per vertex)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.100</td>
<td>3.700</td>
<td>9.500</td>
</tr>
<tr>
<td>20</td>
<td>3.050</td>
<td>4.600</td>
<td>12.250</td>
</tr>
<tr>
<td>30</td>
<td>3.567</td>
<td>5.167</td>
<td>13.900</td>
</tr>
<tr>
<td>40</td>
<td>3.975</td>
<td>5.550</td>
<td>15.075</td>
</tr>
<tr>
<td>50</td>
<td>4.280</td>
<td>5.860</td>
<td>16.000</td>
</tr>
<tr>
<td>60</td>
<td>4.533</td>
<td>6.117</td>
<td>16.767</td>
</tr>
<tr>
<td>70</td>
<td>4.743</td>
<td>6.329</td>
<td>17.400</td>
</tr>
<tr>
<td>80</td>
<td>4.800</td>
<td>6.513</td>
<td>17.825</td>
</tr>
<tr>
<td>90</td>
<td>5.089</td>
<td>6.678</td>
<td>18.444</td>
</tr>
<tr>
<td>100</td>
<td>5.240</td>
<td>6.830</td>
<td>18.900</td>
</tr>
</tbody>
</table>

approximately $(\alpha_p + 2\beta_p)n_v$ bits in the representation domain. The hiding capacity is mainly dependent on group size $p$, as shown in Table 1. With a group size of 10, parameters $\alpha_p$ and $\beta_p$ will be 2.1 and 3.7, respectively, indicating that each vertex can carry 9.5 bits. When group size is set to 100, the hiding capacity can reach 18.9 bits per vertex. In the spatial domain, the multi-layered embedding approach can hide about $3n_{layers}n_v$ bits on a polygon model. As a result, our approach can provide up to $(\alpha_p + 2\beta_p + 3n_{layers})n_v$ bits of hiding capacity in total.

5. Experimental Results and Discussions. Various 3D polygon models (shown in Table 2) are selected to test the performance of the proposed steganography approach. In the experiments, the commonly used root mean squared error (RMSE) and peak signal-to-noise ratio (PSNR) are adopted to measure the distortion. As the connectivity of the cover and stego models are identical, RMSE is defined as $\sqrt{\frac{1}{n_v} \sum_i \|v_i - v'_i\|^2}$, and PSNR is defined as $20 \log_{10}\left(\frac{D_{max}}{\sqrt{MSE}}\right)$, where vertices $v_i$ and $v'_i$ are the corresponding vertices in the cover and stego models, respectively; $D_{max}$ represents the diagonal distance of the bounding box of the cover model. The group size $p$ is set to 50 in all experiments. As expected, embedded messages in the representation domain do not degrade any perceptual quality of the cover models (RMSE is always 0.0). Embedded messages in the spatial domain only cause very small distortion (PSNR are all above 82 dB for the test models), as the number of hiding layers range from 7 to 13. Embedding in both the representation and spatial domains can provide a very high hiding capacity (at least 42 bits/per vertex in these test models) with little or no visual distortion.

Table 3 shows a detailed comparison of the proposed approach and three other steganography approaches [19-22] in spatial domain and representation domain. In the spatial domain, the hiding capacity of the proposed approach is about $n_{layers}$ times as many as that of the approaches presented in [20,22], as our approach embeds messages in a multi-layer manner. In the representation domain, the capacity of our approach is much higher than that in [20] (about 2.5 times higher when the group size $p$ is set to 50). Furthermore, the proposed embedding approach can successfully combine the representation domain and the spatial domain to provide a large hiding capacity ($(\alpha_p + 2\beta_p + 3n_{layers})$ bits /per vertex). Compared with previous 3D steganography methods [19-22], our approach significantly improves hiding capacity.
Table 2. Embedding results of various 3D models (“E.M.” is the abbreviation of “Embedded Messages,” and “p.v.” is the abbreviation of “per vertex”.)

<table>
<thead>
<tr>
<th>Model</th>
<th>#Vertices</th>
<th>#Faces</th>
<th>Representation Domain</th>
<th>Spatial Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>56194</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67053</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2502</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34834</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>116604</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10044</td>
</tr>
</tbody>
</table>

Table 3. A comparison between the proposed method and the methods presented in [19-22]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraction Scheme</td>
<td>blind</td>
<td>blind</td>
<td>blind</td>
<td>blind</td>
<td>blind</td>
<td>blind</td>
<td>blind</td>
<td>Blind</td>
</tr>
<tr>
<td></td>
<td>α_p + 2β_p + 3n_layers</td>
<td>α_p + 2β_p + 3n_layers</td>
<td>α_p + 2β_p + 3n_layers</td>
<td>α_p + 2β_p + 3n_layers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusion and Future Work. A high-capacity steganography scheme for 3D polygon models is presented. Unlike other QIM-based approaches [19-22], our approach embeds messages by permuting the vertex representation order and triangle representation
orders with connectivity information in a distortion-free manner. In addition to embedding in the representation domain, we also combine the multi-layered embedding approach to embed messages in the spatial domain. Our approach can provide high hiding capacity with little or no visual distortion. To the best of our knowledge, our approach can hide higher bit rates/vertex (i.e., 42 to 53 bits) compared with similar methods in steganography for 3D polygon models. In the near future, we plan to extend the proposed embedding scheme to the data of point clouds computer-aided design (CAD) models, and electroencephalography [31-37,42].
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