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ABSTRACT. This paper deals with the problem of robust $\mathcal{H}_\infty$ fault detection for a class of linear discrete time-varying systems with norm bounded model uncertainty. A generalized unknown input is introduced to represent the model uncertainty and, based on this, an observer-based fault detection filter (FDF) with accommodation of unknown input and fault is proposed. Then the problem of robust fault detection is formulated in a framework of finite horizon $\mathcal{H}_\infty$ filtering and the design of robust $\mathcal{H}_\infty$-FDF is converted into a minimum problem of indefinite quadratic form. A sufficient and necessary condition for the minimum is derived by using a Krein space approach and a solution to the $\mathcal{H}_\infty$-FDF is obtained by computation of Riccati recursions. A numerical example is given to illustrate the effectiveness of the proposed method.
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1. Introduction. During the past three decades, model-based fault detection (FD) has received much attention and significant progress has been achieved; see, for example, [1, 2, 3, 5, 7, 8, 11, 13, 14, 17, 18, 20] and references therein. For linear systems subject to $\mathcal{L}_2$ norm bounded unknown input, there are two typical $\mathcal{H}_\infty$ approaches to robust FD. One scheme is to use $\mathcal{H}_\infty$ norm as a measure of robustness of residual to unknown input, while the $\mathcal{H}_\infty$ norm or $\mathcal{H}_\infty$ index is used as a measure of sensitivity of residual to fault. Then the design of observer-based FDF can be formulated into an optimization problem in a framework of $\mathcal{H}_- / \mathcal{H}_\infty$ or $\mathcal{H}_\infty / \mathcal{H}_\infty$ maximization and a trade-off between the sensitivity and the robustness can be achieved; see, e.g., the frequency domain co-inner-outer factorization solution in [6] and the linear matrix inequality (LMI) based solution in [21]. Another scheme focuses on robust FD in the sense of $\mathcal{H}_\infty$ filtering; see, e.g., the LMI based solutions in [4, 12, 19, 24]. In [10], a comparison of the two typical FD schemes was given and it was revealed that both of them allowed the achievement of the same level performance.

In contrast to the numerous existing robust FD results for linear time invariant (LTI) systems, only a few studies have been devoted to linear time-varying (LTV) systems. In [23], the problem of robust FD for linear discrete time periodic systems was dealt with by extending the result in [6]. In [15, 16, 22], the result of [6] was extended to LTV systems. It has been demonstrated in [15, 16] that the robust FD problem under different performance indices, such as the $\mathcal{H}_- / \mathcal{H}_\infty$, $\mathcal{H}_2 / \mathcal{H}_\infty$ and $\mathcal{H}_\infty / \mathcal{H}_\infty$ sensitivity/robustness ratio, can be solved by a unified optimal solution. In [25], an observer-based FDF with residual feedback was proposed for linear discrete time-varying (LDTV) systems and, through
building a relationship with Krein space projection, a solution to the $H_{\infty}$-FDF was obtained by computation of Riccati recursions. In [26], a unified solution to the robust FD problem of finite horizon $H_{\infty}/H_{\infty}$ or $H_{-}/H_{\infty}$ maximization was developed for LDTV systems. However, it should be pointed out that model uncertainty and unknown input are inevitable in practice. The approaches in [15, 16, 22, 26] are not applicable to uncertain LDTV systems, because the solution of the $H_{-}/H_{\infty}$ or $H_{\infty}/H_{\infty}$ based optimization problem will not exist anymore when model uncertainty appears. The result in [25] did not consider the influence of model uncertainty which may cause performance degradation of the $H_{\infty}$-FDF for uncertain LDTV systems. To the authors’ best knowledge, the problem of robust FD is still open and challenging when model uncertainty and unknown input are taken into account simultaneously, which motivates the present study.

In this paper, we focus our study on observer-based robust FD in the framework of finite horizon $H_{\infty}$ filtering for LDTV systems subject to $l_2$ norm bounded unknown input and norm bounded model uncertainty. A generalized unknown input will be first introduced to represent the influence of the model uncertainty. Then an improved observer-based FDF will be developed of which the estimation and accommodation of model uncertainty, unknown input and fault are considered. Inspired by [25], the problem of robust FD will be solved by using a Krein space approach.

**Notation.** Elements in Krein space will be denoted by boldface letters and elements in the Euclidean space of complex numbers will be denoted by normal letters. The superscripts ‘$^{-1}$’ and ‘$T$’ stand for the inverse and transpose of a matrix, respectively. $\delta_{ij} = 0$ for $i \neq j$ and $\delta_{ii} = 1$. $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space. $I$ is the identity matrix with appropriate dimensions. $\langle \cdot, \cdot \rangle$ denotes the inner product in Krein space. $\text{diag}(\cdots)$ denotes a block-diagonal matrix. $\theta(k) \in l_2[0, N]$ means $\sum_{k=0}^{N} \theta^T(k)\theta(k) < \infty$. $\mathcal{L}\{\{\theta_i\}^N_{i=1}\}$ denotes a linear space spanned by sequence $\theta_1, \cdots, \theta_N$. For a random variable $\alpha$ in Krein space, $\alpha \perp \mathcal{L}\{\{\theta_i\}^N_{i=1}\}$ means that $\alpha$ is orthogonal with $\mathcal{L}\{\{\theta_i\}^N_{i=1}\}$. $\text{Proj}\{\alpha|\theta_1, \cdots, \theta_N\}$ stands for the orthogonal projection of $\alpha$ onto linear space $\mathcal{L}\{\{\theta_i\}^N_{i=1}\}$.

2. **Problem Formulation.** Consider the following LDTV systems

$$
\begin{align*}
    x(k+1) &= (A(k) + \Delta A(k))x(k) + (B(k) + \Delta B(k))u(k) + B_d(k)d(k) + B_f(k)f(k) \\
    y(k) &= (C(k) + \Delta C(k))x(k) + (D(k) + \Delta D(k))u(k) + D_f(k)f(k) + v(k) \\
    x(0) &= x_0
\end{align*}
$$

(1)

where $x(k) \in \mathbb{R}^n$, $y(k) \in \mathbb{R}^m$, $u(k) \in \mathbb{R}^p$, $d(k) \in \mathbb{R}^q$, $v(k) \in \mathbb{R}^m$ and $f(k) \in \mathbb{R}^f$ are the state, measurement output, control input, unknown input, measurement noise and fault, respectively; $u(k), d(k), v(k), f(k) \in l_2[0, N]$; $x_0$ denotes the initial state; $A(k), B(k), B_d(k), B_f(k), C(k), D(k)$ and $D_f(k)$ are known matrices with appropriate dimensions; $\Delta A(k), \Delta B(k), \Delta C(k)$ and $\Delta D(k)$ are the uncertain model matrices described by

$$
\begin{bmatrix}
    \Delta A(k) \\
    \Delta B(k) \\
    \Delta C(k) \\
    \Delta D(k)
\end{bmatrix} =
\begin{bmatrix}
    E_1(k) & E_2(k) \\
    F_1(k) & F_2(k)
\end{bmatrix} \Sigma(k)
$$

(2)

where $E_1(k), E_2(k), F_1(k)$ and $F_2(k)$ are known matrices with appropriate dimensions, $\Sigma(k) \in \mathbb{R}^{l_1\times l_2}$ is unknown and satisfies

$$
\Sigma^T(k)\Sigma(k) \leq I, \quad \forall k \in [0, N]
$$

(3)

For the purpose of residual generation, we first consider the following observer-based FDF

$$
\begin{align*}
    \dot{x}(k+1) &= A(k)x(k) + B(k)u(k) + H(k)(y(k) - C(k)x(k) - D(k)u(k)) \\
    r_f(k) &= V(k)(y(k) - C(k)x(k) - D(k)u(k)) \\
    \hat{x}(0) &= 0
\end{align*}
$$

(4)
where $\hat{x}(k)$, $r_f(k)$ denote state estimation and residual, respectively.
Let $e(k) = x(k) - \hat{x}(k)$. Applying to (1) and (4) yields
\[
\begin{cases}
    e(k+1) = (A(k) - H(k)C(k))e(k) + B_d(k)d(k) - H(k)v(k) \\
    \quad + (B_f(k) - H(k)D_f(k))f(k) + (\Delta A(k) - H(k)\Delta C(k))x(k) \\
    \quad + (\Delta B(k) - H(k)\Delta D(k)))u(k) \\
    r_f(k) = V(k)(C(k)e(k) + D_f(k)f(k) + v(k) + \Delta C(k)x(k) + \Delta D(k)u(k)) \\
    x(0) = x_0, \quad e(0) = x_0
\end{cases}
\]
(5)

Substituting (2) into (5) and introducing
\[
\varphi(k) = \Sigma(k)(F_1(k)x(k) + F_2(k)u(k))
\]
we then have
\[
\begin{cases}
    e(k+1) = (A(k) - H(k)C(k))e(k) + B_d(k)d(k) - H(k)v(k) \\
    \quad + (B_f(k) - H(k)D_f(k))f(k) + (E_1(k) - H(k)E_2(k))\varphi(k) \\
    r_f(k) = V(k)(C(k)e(k) + D_f(k)f(k) + v(k) + E_2(k)\varphi(k))
\end{cases}
\]
(6)

A typical way is to handle $\varphi(k)$ as an unknown input and formulate the finite horizon robust FD problem in order to find $H(k)$ and $V(k)$ such that
\[
\frac{\sum_{k=0}^{N-1} ||r_f(k) - f(k)||^2}{x_0^TP_0^{-1}x_0 + \sum_{k=0}^{N} ||w(k)||^2} < \gamma^2
\]
(7)
where $\gamma$ is a given positive scalar, $w(k) = [d_f^T(k) \ f_T(k) \ \varphi^T(k) \ v^T(k)]^T$, and $P_0$ is a given positive definite weighting matrix. There is no doubt that this may lead to large conservatism.

In order to improve the performance of the residual generator, we propose a structure of FDF with the estimation and accommodation of $f(k)$, $d(k)$ and $\varphi(k)$. For this purpose, the following modified FDF is established
\[
\begin{cases}
    \dot{x}(k+1|k) = A(k)\hat{x}(k) + B(k)u(k) + H_1(k)e(k) \\
    \hat{x}(k+1) = \hat{x}(k+1|k) + H_2(k)e(k) + H_3(k)r(k) \\
    e(k) = y(k) - C(k)\hat{x}(k) - D(k)u(k) \\
    e(k+1|k) = y(k+1) - C(k+1)\hat{x}(k+1|k) - D(k+1)u(k+1) \\
    r(k) = V_1(k)e(k) + V_2(k+1)e(k+1|k) \\
    \hat{x}(0) = 0
\end{cases}
\]
(8)

where $\hat{x}(k+1|k)$, $\hat{x}(k)$ denote the one-step state prediction and state estimation, respectively; $H_i(k)$ ($i = 1, 2, 3$), $V_1(k)$ and $V_2(k+1)$ are parameter matrices to be designed; $r(i) = [r_f^T(i) \ r_\varphi^T(i) \ r_d^T(i)]^T$; $r_\varphi(k)$ and $r_d(k)$ stand for the estimation of $\varphi(k)$ and $d(k)$, respectively.

Now, the problem of finite horizon robust $\mathcal{H}_\infty$ FD can be re-formulated in order to find $H_i(k)$ ($i = 1, 2, 3$), $V_1(k)$ and $V_2(k+1)$ such that (7) is satisfied.

**Remark 2.1.** It is worth pointing out that the uncertain matrices $\Delta A(k)$, $\Delta B(k)$, $\Delta C(k)$ and $\Delta D(k)$ in (1) may be norm bounded type, polytopic type or stochastic ones. In this paper, only the norm bounded type described by (2) and (3) is dealt with. Moreover, the way of handling model uncertainty as unknown input is well known in robust FD for LTI systems, but it is a novel idea to consider the estimation and accommodation of $f(k)$, $d(k)$, $\varphi(k)$ in the residual generator.
Remark 2.2. Different from the scheme of finite horizon $H_\infty/H_\infty$ and $H_2/H_\infty$ optimization in [26], this paper deals with the problem of robust FD in the framework of $H_\infty$ filtering [25], which can be regarded as a finite horizon time-varying version of [4]. If $H_3(k) = 0$, $V_2(k + 1) = 0$, $N \to \infty$ and system (1) is LTI, then (8) with (7) leads to the $H_\infty$ filtering formulation of FD in [4], which can be considered as a special case of this paper. If the accommodation of model uncertainty and unknown input is not taken into account, then (8) becomes the observer-based FDF in [25]. The key feature of the proposed robust FD scheme is the simultaneous estimation and accommodation of the model uncertainty, unknown input and fault. Compared with the $H_\infty$-FDF in [25], the robust FDF (8) can achieve better FD performance when model uncertainty appears.

Remark 2.3. It has been shown in [9, 25] that the $H_\infty$ filtering problem can be formulated as calculating the minimum of a certain quadratic form and, through establishing a relationship with the orthogonal projection and innovation analysis in Krein space, a necessary and sufficient existence condition for the minimum can be derived. A solution to the robust $H_\infty$-FDF can be obtained by computation of Riccati recursions. Inspired by these, the similar techniques with [25] will be employed to solve the formulated robust FD problem.

3. Main Results.

3.1. The $H_\infty$-FDF problem and indefinite quadratic form. We start with the introduction of the following indefinite quadratic form

$$J_N = x_0^T P_0^{-1} x_0 + \sum_{k=0}^{N} \|w(k)\|^2 - \gamma^{-2} \sum_{k=0}^{N-1} \|r_f(k) - f(k)\|^2$$

$$- \rho^2 \sum_{k=0}^{N-1} (\|r_\varphi(k) - \varphi(k)\|^2 + \|r_d(k) - d(k)\|^2)$$

(9)

where $\rho > 0$ is a sufficient small scalar. Referring to the robust $H_\infty$-FDF problem, we note that (7) is satisfied for all nonzero $x_0$ and $w(k)$ if $J_N > 0$. Let

$$v_f(i) = r_f(i) - f(i), \quad v_\varphi(i) = r_\varphi(i) - \varphi(i), \quad v_d(i) = r_d(i) - d(i)$$

(10)

$$v_s(i) = \begin{cases} v(i) \\ v_f(i) \\ v(k), \ i = k \end{cases}, \quad v_f(i) = \begin{cases} v_f(i) \\ v_\varphi(i) \\ v_d(i) \end{cases}, \quad f_s(i) = \begin{cases} f(i) \\ \varphi(i) \\ d(i) \end{cases}$$

(11)

$$v_{SN} = \begin{bmatrix} v_s^T(0) \\ v_s^T(1) \\ \vdots \\ v_s^T(N) \end{bmatrix}^T$$

(12)

$$f_{SN} = \begin{bmatrix} f_s^T(0) \\ f_s^T(1) \\ \vdots \\ f_s^T(N) \end{bmatrix}^T$$

(13)

$$Q_{vSN} = \text{diag}(Q_{vS}(0), Q_{vS}(1), \ldots, Q_{vS}(N))$$

(14)

$$Q_{vS}(k) = \begin{cases} \text{diag}(I,-\gamma^2 I,-\rho^{-2} I), \ i \leq N - 1 \\ I, \ i = k \end{cases}$$

(15)

Then, $J_N$ can be rewritten as the following indefinite quadratic form

$$J_N = \begin{bmatrix} x_0 \\ f_{SN} \\ v_{SN} \end{bmatrix}^T \begin{bmatrix} P_0 & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & Q_{vSN} \end{bmatrix}^{-1} \begin{bmatrix} x_0 \\ f_{SN} \\ v_{SN} \end{bmatrix}$$

(16)

For the sake of notation simplicity, we further denote

$$y_s(i) = \begin{cases} y_a(i), \ i \leq k - 1 \\ y(k), \ i = k \end{cases}, \quad y_a(i) = \begin{bmatrix} y(i) \\ r(i) \end{bmatrix}$$
\[ B_{sf}(i) = \begin{bmatrix} B_f(i) & E_1(i) & B_d(i) \end{bmatrix}, \quad D_{fd}(i) = \begin{bmatrix} D_f(i) & E_2(i) & 0 \end{bmatrix} \]

\[
C_s(i) = \begin{cases} \overline{C}(i), & i \leq k - 1 \\ C(k), & i = k \end{cases}, \quad \overline{C}(i) = \begin{bmatrix} C(i) \\ 0 \end{bmatrix}
\]

\[
D_s(i) = \begin{cases} \overline{D}(i), & i \leq k - 1 \\ D(k), & i = k \end{cases}, \quad \overline{D}(i) = \begin{bmatrix} D(i) \\ 0 \end{bmatrix}
\]

\[
D_{sf}(i) = \begin{cases} \overline{D}_{fd}(i), & i \leq k - 1 \\ C(k), & i = k \end{cases}, \quad \overline{D}_{fd}(i) = \begin{bmatrix} D_{fd}(i) \\ I \end{bmatrix}
\]

\[
H_s(i) = \begin{cases} \overline{H}(i), & i \leq k - 1 \\ H_1(k), & i = k \end{cases}, \quad \overline{H}(i) = \begin{bmatrix} H_1(i) & H_2(i) \end{bmatrix}
\]

for \( k = 0, 1, \ldots, N \). Rewrite (1) as

\[
\begin{align*}
  x(i + 1) &= A(i)x(i) + B_{sf}(i)f_s(i) \\
  y_s(i) &= C_s(i)x(i) + D_s(i)u(i) + D_{sf}(i)f_s(i) + v_s(i) \\
  x(0) &= x_0
\end{align*}
\]  

(17)

It is evident that (7) is satisfied if \( J_N \) subject to (8) and (17) has a minimum over \( \{x_0, f_sN\} \) and its value at the minimum is positive. Thus, the design of robust \( \mathcal{H}_\infty \)-FDF can be converted into the minimum problem of indefinite quadratic form \( J_N \).

**Remark 3.1.** The \( \rho \) in (9) is a weighting positive scalar. Increasing \( \rho \) means weighting the influence of the estimation error of model uncertainty and unknown input more strongly. To guarantee the feasibility of \( \min J_N > 0 \), the allowed maximal \( \rho \) and minimal \( \gamma \) should be considered. From the viewpoint of \( \mathcal{H}_\infty \) fault filtering, the \( \rho \) is usually set as a sufficient small positive scalar.

### 3.2. Existence conditions for the minimum of \( J_N \)

In this subsection, we will introduce a stochastic Krein space system model and build a relationship between the minimum problem of \( J_N \) with Krein space orthogonal projection. Similar to [25], a sufficient and necessary condition for the minimum will be given in terms of a certain Krein space Gramian matrix (essentially a Krein space variance matrix).

Consider the following Krein space stochastic system

\[
\begin{align*}
  x(i + 1) &= A(i)x(i) + B(i)u(i) + B_{sf}(i)f_s(i) \\
  y_s(i) &= C_s(i)x(i) + D_s(i)u(i) + D_{sf}(i)f_s(i) + v_s(i) \\
  x(0) &= x_0
\end{align*}
\]  

(18)

where \( x(i), f_s(i), u(i) \) and \( v_s(i) \) are Krein space vectors and

\[
y_s(i) = \begin{cases} y_a(i), & i \leq k - 1 \\ y(k), & i = k \end{cases}, \quad y_a(i) = \begin{bmatrix} y(i) \\ r(i) \end{bmatrix}
\]

(19)

\[
v_s(i) = \begin{cases} v(i) \\ v_{f_s(i)} \\ v(k), & i = k \end{cases}, \quad r(i) = f_s(i) + v_{f_s(i)}
\]

(20)

\[
\begin{bmatrix} x_0 \\ f_s(i) \\ v_s(i) \end{bmatrix}, \quad \begin{bmatrix} x_0 \\ f_s(j) \\ v_s(j) \end{bmatrix} = \text{diag}(P_0, \ I_{\delta_{ij}}, \ Q_{ss}(i)\delta_{ij})
\]

(21)

The following Lemma 3.1 presents an existing condition for the minimum of \( J_N \).
Lemma 3.1. [25] The $J_N$ subject to (17) has a minimum over $\{x_0, f_N\}$ if and only if $R_{Y_a}(k) = \langle y_s(k), y_s(k) \rangle$ has the same inertia with $Q_{vs}(k)$ and, if this is the case, we have

$$
\min J_N = \sum_{k=0}^{N} y_s^T(k)R_{Y_a}^{-1}(k)y_s(k) \quad (22)
$$

We should mention that it is difficult to compare the inertia of $R_{Y_a}(k)$ with $Q_{vs}(k)$. As shown later, innovation re-organization provides the block diagonal factorization of a matrix equivalent to $R_{Y_a}(k)$, and thereby allows us to do it easily.

Define innovations

$$
\hat{y}_a(i, 1) = y_a(i) - \bar{C}(i)\hat{x}(i, 1) - \bar{D}(i)u(i), \quad R_{Y_a}(i, 1) = \langle \hat{y}_a(i), \hat{y}_a(i) \rangle \quad (23)
$$

$$
\hat{y}(i, 2) = y(i) - C(i)\hat{x}(i, 2) - D(i)u(i), \quad R_{\hat{y}}(i, 2) = \langle \hat{y}(i, 2), \hat{y}(i, 2) \rangle \quad (24)
$$

where $\hat{x}(0, 1) = 0$, $\hat{x}(0, 2) = 0$; $\hat{x}(i, 1)$ and $\hat{x}(i, 2)$ denote the orthogonal projections of $x(i)$ onto linear space spanned by $\{\hat{y}_a(j, 1)\}_{j=0}^{i-1}$ and $\{\{\hat{y}_a(j, 1)\}_{j=0}^{i-2}, \hat{y}(i-1, 2)\}$, respectively. Furthermore, let

$$
\hat{r}(k) = r(k) - \hat{r}(k|k+1), \quad R_{\hat{r}}(k) = \langle \hat{r}(k), \hat{r}(k) \rangle \quad (25)
$$

$$
\hat{\hat{y}}_r(k) = \left[ \hat{y}^T(k, 2) \quad \hat{r}^T(k) \right]^T, \quad R_{\hat{\hat{y}}_r}(k) = \langle \hat{\hat{y}}_r(k), \hat{\hat{y}}_r(k) \rangle \quad (26)
$$

$$
\hat{\hat{y}}_{rs}(k) = \left\{ \begin{array}{ll}
\hat{\hat{y}}_r(k), & k \leq N - 1 \\
\hat{y}(N, 2), & k = N
\end{array} \right., \quad R_{\hat{\hat{y}}_{rs}}(k) = \langle \hat{\hat{y}}_{rs}(k), \hat{\hat{y}}_{rs}(k) \rangle \quad (27)
$$

where $\hat{r}(k|k+1)$ is the projection of $r(k)$ onto $L\{\{\hat{y}_a(i, 1)\}_{i=1}^{k-1}; \hat{y}(k, 2), \hat{y}(k+1, 2)\}$. By using projection formulas, we have

$$
y(0) = \hat{y}(0, 2)
$$

$$
r(0) = \hat{r}(0) + \hat{r}(0|1) = \hat{r}(0) + \text{Proj}\{r(0)|\hat{y}(0, 2), \hat{y}(1, 2)\}
$$

$$
= \hat{r}(0) + \langle r(0), \hat{y}(0, 2) \rangle R_{\hat{y}}^{-1}(0, 2)\hat{y}(0, 2) + \langle r(0), \hat{y}(1, 2) \rangle R_{\hat{y}}^{-1}(1, 2)\hat{y}(1, 2)
$$

$$
y(1) = \hat{y}(1, 2) + \text{Proj}\{y(1)|\hat{y}(0, 2)\} = \hat{y}(1, 2) + \text{Proj}\{y(1)|\hat{y}(0, 2)\}
$$

$$
= \hat{y}(1, 2) + \langle y(1), \hat{y}(0, 2) \rangle R_{\hat{y}}^{-1}(0, 2)\hat{y}(0, 2)
$$

$$
r(1) = \hat{r}(1) + \hat{r}(1|2) = \hat{r}(1) + \text{Proj}\{r(1)|\hat{y}_a(0, 1): \hat{y}(1, 2), \hat{y}(2, 2)\}
$$

$$
= \hat{r}(1) + \langle r(1), \hat{y}_a(0, 1) \rangle R_{\hat{y}_a}^{-1}(0, 1)\hat{y}_a(0, 1) + \langle r(1), \hat{y}(1, 2) \rangle R_{\hat{y}}^{-1}(1, 2)\hat{y}(1, 2)
$$

$$
+ \langle r(1), \hat{y}(2, 2) \rangle R_{\hat{y}}^{-1}(2, 2)\hat{y}(2, 2)
$$

$$
\vdots
$$

$$
y(i - 1) = \hat{y}(i - 1, 2) + \hat{y}(i - 1, 2)
$$

$$
= \hat{y}(i - 1, 2) + \text{Proj}\{y(i - 1)|\hat{y}_a(0, 1), \hat{y}_a(1, 1), \cdots, \hat{y}_a(i - 3, 1); \hat{y}(i - 2, 2)\}
$$

$$
= \hat{y}(i - 1, 2) + \sum_{j=0}^{i-3} \langle y(i - 1), \hat{y}_a(j, 1) \rangle R_{\hat{y}_a}^{-1}(j, 1)\hat{y}_a(j, 1)
$$

$$
+ \langle y(i - 1), \hat{y}(i - 2, 2) \rangle R_{\hat{y}}^{-1}(i - 2, 2)\hat{y}(i - 2, 2)
$$

$$
r(i - 1) = \hat{r}(i - 1) + \hat{r}(i - 1|i)
$$

$$
= \hat{r}(i - 1) + \text{Proj}\{r(i - 1)|\hat{y}_a(0, 1), \hat{y}_a(1, 1), \cdots, \hat{y}_a(i - 2, 1); \hat{y}(i - 1, 2), \hat{y}(i, 2)\}
$$

$$
= \hat{r}(i - 1) + \sum_{j=0}^{i-2} \langle r(i - 1), \hat{y}_a(j) \rangle R_{\hat{y}_a}^{-1}(j, 1)\hat{y}_a(j, 1)
$$

$$
+ \langle r(i - 1), \hat{y}(i - 1, 2) \rangle R_{\hat{y}}^{-1}(i - 1, 2)\hat{y}(i - 1, 2)$$
Let
\[ y_{sk} = \begin{bmatrix} y_i^T(0) & y_i^T(1) & \cdots & y_i^T(k) \end{bmatrix}^T, \quad R_{y_{sk}} = \text{diag}(R_{y_s}(0), R_{y_s}(1), \ldots, R_{y_s}(k)) \]
\[ \tilde{y}_{sk} = \begin{bmatrix} \tilde{y}_{rs}^T(0) & \tilde{y}_{rs}^T(1) & \cdots & \tilde{y}_{rs}^T(k) \end{bmatrix}^T, \quad R_{\tilde{y}_{sk}} = \text{diag}(R_{\tilde{y}_s}(0), R_{\tilde{y}_s}(1), \ldots, R_{\tilde{y}_s}(k)) \]

It is easy to find
\[ y_{sk} = \Phi_k \tilde{y}_{sk} \]

where
\[ \Phi_k = \Psi_k \]
\[ \Psi_k = \text{diag}(I, \psi, \cdots, \psi), \quad \psi = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} \]
\[ \phi_k(i, i) = \begin{bmatrix} I \\ \langle r(i - 2), \tilde{y}(i - 1, 2) \rangle R_y^{-1}(i - 1, 2) & 0 \\ \langle r(i - 2), \tilde{y}(i, 2) \rangle R_y^{-1}(0, 2) \end{bmatrix}, \quad i = 2, 3, \ldots, k + 1 \]
\[ \phi_k(i, 1) = \begin{bmatrix} I \\ \langle y(i - 1), \tilde{y}(i, 1) \rangle R_y^{-1}(0, 2) \end{bmatrix}, \quad i = 2, 3, \ldots, k + 1 \]
\[ \phi_k(i, j) = \begin{bmatrix} \langle y(i - 1), \tilde{y}(j - 1, 2) \rangle R_y^{-1}(j - 1, 2) & \langle y(i - 1, 2), \tilde{y}(j - 2) \rangle R_y^{-1}(j - 2) \\ \langle r(i - 2), \tilde{y}(j - 1, 2) \rangle R_y^{-1}(j - 1, 2) & \langle r(i - 2), \tilde{y}(j - 2) \rangle R_y^{-1}(j - 2) \end{bmatrix} \]

Thus, we have
\[ R_{y_{sk}} = \Phi_k R_{\tilde{y}_{sk}} \Phi_k^T \]

which implies that \( R_{y_{sk}} \) is equivalent to \( R_{\tilde{y}_{sk}} \). Therefore, \( R_{y_s}(k) \) and \( R_{\tilde{y}_s}(k) \) have the same inertia.

On the other hand, it is obvious from the definition of \( \tilde{r}(k) \) and the orthogonality that
\[ \tilde{r}(k) \perp L\{\{\tilde{y}_a(i, 1)\}_{i=0}^{k-1}, \tilde{y}(k, 2)\}, \tilde{y}(k + 1, 2)\} \]

Hence,
\[ R_{\tilde{y}_s}(k) = \begin{bmatrix} \langle \tilde{y}(k, 2), \tilde{y}(k, 2) \rangle & \langle \tilde{y}(k, 2), \tilde{r}(k) \rangle \\ \langle \tilde{r}(k), \tilde{y}(k, 2) \rangle & \langle \tilde{r}(k), \tilde{r}(k) \rangle \end{bmatrix} = \text{diag}(R_{\tilde{y}_s}(k), R_{\tilde{r}}(k)) \]

for \( k \leq N - 1, R_{\tilde{y}_s}(N, 2) = R_{\tilde{y}}(N, 2) \). This means that \( R_{\tilde{y}_s}(k) \) is a block diagonal matrix.

According to Lemma 3.1, \( J_{\tilde{y}} \) has a minimum if and only if \( R_{\tilde{y}_s}(k) \) and \( Q_{vs}(k) \) have the same inertia. In view of (15) and (30), the inertia of \( R_{\tilde{y}_s}(k) \) and \( Q_{vs}(k) \) coincide if and only if \( R_{\tilde{y}_s}(k, 2) > 0 \) and \( R_{\tilde{r}}(k) < 0 \). This gives the following Theorem 3.1.
**Theorem 3.1.** The $J_N$ subject to (8) and (17) has a minimum over $\{x_0, f_{sN}\}$ if and only if $R_y(k, 2) > 0$ and $R_{\ell}(k) < 0$.

**Remark 3.2.** Theorem 3.1 provides a sufficient and necessary condition for the existence of the minimum of $J_N$. In the next subsection, the calculation of $R_y(k, 2)$ and $R_{\ell}(k)$ will be given by using an orthogonal projection in Krein space.

### 3.3. The recursive calculation of $R_y(k, 2)$ and $R_{\ell}(k)$.

Inspecting (20) and (21), it is easy to see that

$$\langle r(i), r(j) \rangle = 0, \quad \langle r(i), y(j) \rangle = 0, \quad \forall i > j$$

Thus, the projection of $r(i)$ onto $L\{\tilde{y}_a(j, 1)\}_{j=0}^{i-1}$ can be calculated from

$$\tilde{r}(i, 1) = \text{Proj}(r(i)|L\{\tilde{y}_a(j)\}_{j=0}^{i-1}) = 0$$

Let $e_1(i) = x(i) - \tilde{x}(i, 1)$. It follows from (18), (19) and (23) that

$$\begin{align*}
\tilde{y}_a(i, 1) &= \tilde{C}(i)e_1(i) + v_a(i) + D_{fd}(i)f_s(i) \\
R_{\tilde{y}}(i, 1) &= \tilde{C}(i)P_1(i)\tilde{C}^T(i) + \tilde{D}_{fd}(i)\tilde{D}_{fd}^T(i) + Q_{va}(i)
\end{align*}$$

Then, the projection of $x(i)$ onto $L\{\tilde{y}_a(j, 1)\}_{j=0}^{i-1}$ can be calculated by

$$\begin{cases}
\dot{x}(i + 1, 1) = \text{Proj}(x(i + 1)|L\{\tilde{y}_a(j)\}_{j=0}^{i-1}) \\
= \text{Proj}(x(i + 1)|L\{\tilde{y}_a(j)\}_{j=0}^{i-1}) + \text{Proj}(x(i + 1)|L\{\tilde{y}_a(i)\}) \\
= A(i) \sum_{j=0}^{i-1} \langle x(i), \tilde{y}_a(j, 1) \rangle R_{\tilde{y}}^{-1}(j, 1)\tilde{y}_a(j, 1) + B(i)u(i) \\
+ \langle x(i + 1), \tilde{y}_a(i, 1) \rangle R_{\tilde{y}}^{-1}(i, 1)\tilde{y}_a(i, 1) \\
= A(i)\dot{x}(i, 1) + B(i)u(i) + K_1(i)\tilde{y}_a(i, 1)
\end{cases}$$

where

$$\begin{align*}
K_1(i) &= (A(i)P_1(i)C^T(i) + B_{sf}(i)\tilde{D}_{fd}^T(i))R_{\tilde{y}}^{-1}(i, 1) \\
P_1(i + 1) &= A(i)P_1(i)A^T(i) + B_{sf}(i)B_{sf}^T(i) - K_1(i)R_{\tilde{y}}(i, 1)K_1^T(i) \\
P_1(0) &= P_0
\end{align*}$$

Likewise, define $e_2(i) = x(i) - \tilde{x}(i, 2)$. Applying to (18) and (24), we get

$$\begin{align*}
\tilde{y}(i, 2) &= C(i)e_2(i) + v(i) + D_{fd}(i)f_s(i) \\
R_{\tilde{y}}(i, 2) &= C(i)P_2(i)C^T(i) + D_{fd}(i)D_{fd}^T(i) + I
\end{align*}$$

Let $\dot{x}(i, 2) = \dot{x}(i, 1)$. Then the projection of $x(i + 1)$ onto $L\{\{\tilde{y}_a(j, 1)\}_{j=0}^{i-1}, \tilde{y}(i, 2)\}$, i.e., $\dot{x}(i + 1, 2)$, can be given by

$$\begin{align*}
\dot{x}(i + 1, 2) &= \sum_{j=0}^{i-1} \langle x(i + 1), \tilde{y}_a(j, 1) \rangle R_{\tilde{y}}^{-1}(j, 1)\tilde{y}_a(j, 1) + B(i)u(i) \\
&+ \langle x(i + 1), \tilde{y}(i, 2) \rangle R_{\tilde{y}}^{-1}(i, 2)\tilde{y}(i, 2) \\
&= A(i)\dot{x}(i, 2) + B(i)u(i) + K_2(i)\tilde{y}(i, 2)
\end{align*}$$
where
\[
K_2(i) = (A(i)P_2(i)C^T(i) + B_{sf}(i)D_{fd}^T(i))R_{\tilde{y}}^{-1}(i, 2) \tag{40}
\]
\[
P_2(i) = A(i - 1)P_2(i - 1)A^T(i - 1) + B_{sf}(i - 1)B_{sf}^T(i - 1) - K_2(i - 1)R_{\tilde{y}}(i - 1, 2)K_2^T(i - 1) \tag{41}
\]
\[
P_2(i - 1) = P_1(i - 1) \tag{42}
\]
Furthermore, we obtain the projection of \( r(k) \) onto \( \mathcal{L}\{\{\tilde{y}_a(i)\}_{i=0}^{k-1};\tilde{y}(k, 2), \tilde{y}(k + 1, 2)\} \) as follows:
\[
\hat{r}(k|k + 1) = \sum_{i=0}^{k-1} \langle r(k), \tilde{y}_a(i, 1) \rangle R_{\tilde{y}}^{-1}(i, 1)\tilde{y}_a(i, 1) + \langle r(k), \tilde{y}(k, 2) \rangle R_{\tilde{y}}^{-1}(k, 2)\tilde{y}(k, 2)
\]
\[
+ \langle r(k), \tilde{y}(k + 1, 2) \rangle R_{\tilde{y}}^{-1}(k + 1, 2)\tilde{y}(k + 1, 2)
\]
\[
= \langle r(k), \tilde{y}(k, 2) \rangle R_{\tilde{y}}^{-1}(k, 2)\tilde{y}(k, 2)
\]
\[
+ \langle r(k), \tilde{y}(k + 1, 2) \rangle R_{\tilde{y}}^{-1}(k + 1, 2)\tilde{y}(k + 1, 2)
\]
\[
= (B_{sf}(k) - K_2(k)D_{fd}(k))C^T(k + 1)R_{\tilde{y}}^{-1}(k + 1, 2)\tilde{y}(k + 1, 2)
\]
\[
+ D_{fd}^T(k)R_{\tilde{y}}^{-1}(k, 2)\tilde{y}(k, 2) \tag{43}
\]
Hence,
\[
R_{\tilde{y}}(k) = \langle r(k) - \hat{r}(k|k + 1), r(k) - \hat{r}(k|k + 1) \rangle
\]
\[
= \langle r(k), r(k) \rangle - \langle \hat{r}(k|k + 1), \hat{r}(k|k + 1) \rangle
\]
\[
= (1 - \gamma^2)I - D_{fd}^T(k)R_{\tilde{y}}^{-1}(k, 2)D_{fd}(k) - (B_{sf}(k) - K_2(k)D_{fd}(k))^T
\]
\[
\times C^T(k + 1)R_{\tilde{y}}^{-1}(k + 1, 2)C(k + 1)(B_{sf}(k) - K_2(k)D_{fd}(k)) \tag{44}
\]
Now the calculation of \( R_{\tilde{y}}(k, 2) \) and \( R_{\tilde{y}}(k) \) can be summarized in Algorithm 1:

Step 1. Set \( P_0 > 0, \gamma > 0 \) and \( \rho > 0; \)

Step 2. Calculate \( K_1(i) \) and \( P_1(i) \) \( (i = 0, 1, \ldots, k - 1) \) using (34)-(36);

Step 3. Let \( P_2(k - 1) = P_1(k - 1). \) Update \( P_2(k) \) using (41) with \( i = k; \) calculate \( K_2(k), P_2(k + 1) \) using (40) and (41) with \( i = k, k + 1; \)

Step 4. Calculate \( R_{\tilde{y}}(k, 2) \) and \( R_{\tilde{y}}(k + 1, 2) \) using (38) with \( i = k, k + 1; \)

Step 5. Calculate \( R_{\tilde{y}}(k) \) using (44).

Remark 3.3. So far, we have obtained the recursions for computing \( R_{\tilde{y}}(k, 2) \), \( R_{\tilde{y}}(k) \) and the way for checking the existence condition of the minimum of \( J_N \). In the next subsection, a recursive state estimation and residual generation will be derived by choosing \( H_i(k) \) \( (i = 1, 2, 3) \), \( V_1(k) \) and \( V_2(k + 1) \) such that \( \min J_N > 0 \).

3.4. A solution to the \( \mathcal{H}_\infty \)-FDF. Suppose that \( \hat{x}(i, 1) \) \( (i \leq k - 1) \), \( \hat{x}(k, 2) \) and \( \hat{x}(k|k + 1) \) are obtained from the Krein space projection formulas of \( \hat{x}(i, 1) \) \( (i \leq k - 1) \), \( \hat{x}(k, 2) \) and \( \hat{x}(k|k + 1) \), respectively. Let
\[
\hat{r}(k) = r(k) - \hat{r}(k|k + 1),
\]
\[
\tilde{y}(k, 2) = y(k) - C(k)\hat{x}(k, 2) - D(k)u(k),
\]
\[
\tilde{y}_r(k) = \begin{bmatrix} \tilde{y}(k, 2) \\ \hat{r}(k) \end{bmatrix},
\]
\[
\tilde{y}_{rs}(k) = \begin{cases} \tilde{y}_r(k), & k \leq N - 1 \\
\tilde{y}(N, 2), & k = N \end{cases}
\]
\[ \hat{y}_{s_k} = \begin{bmatrix} \hat{y}_{rs}(0) & \hat{y}_{rs}(1) & \cdots & \hat{y}_{rs}(k-1) & \hat{y}_{rs}(k, 2) \end{bmatrix}^T \]

\[ y_{s_k} = \begin{bmatrix} y_s(0) & y_s(1) & \cdots & y_s(k-1) & y_s(k) \end{bmatrix}^T \]

Similar to (28), it is easy to have \( y_{s_k} = \Phi_{k} \hat{y}_{s_k} \). Substituting into (22) and applying (29) yields

\[ \min J_N = y_{s_N}^T R_{s_N}^{-1} y_{s_N} = \hat{y}_{s_N}^T \hat{y}_{s_N} = \sum_{k=0}^{N} \hat{y}_k^T(k) R_{\hat{y}}^{-1}(k, 2) \hat{y}_k + \sum_{k=0}^{N-1} \hat{r}_k^T(k) R_{\hat{r}}^{-1}(k) \hat{r}_k \]

Choosing

\[ H_1(k) = K_2(k), \quad \begin{bmatrix} H_1(k) + H_2(k) & H_3(k) \end{bmatrix} = K_1(k) \]

\[ V_1(k) = D_{f_d}^T(k) R_{\hat{y}}^{-1}(k, 2) \]

\[ V_2(k+1) = (B_{sf}(k) - K_2(k) D_{f_d}(k))^T C^T(k+1) R_{\hat{r}}^{-1}(k+1, 2) \]

where \( K_1(k), K_2(k) \) and \( R_{\hat{y}}(i, 2) (i = k, k+1) \) are calculated by (34), (40) and (38), respectively; it is easy to verify that

\[ \hat{x}(k) = \hat{x}(k, 1), \quad \hat{x}(k+1|k) = \hat{x}(k+1, 2) \]

In view of (8), (43) and (48), we have \( r(k) = \hat{r}(k) \). Therefore,

\[ \min J_N = \sum_{k=0}^{N} \hat{y}_k^T(k, 2) R_{\hat{y}}^{-1}(k, 2) \hat{y}_k + \sum_{k=0}^{N-1} \hat{r}_k^T(k) R_{\hat{r}}^{-1}(k) \hat{r}_k > 0 \]

From the above analysis, we thus have the following result.

**Theorem 3.2.** Suppose that \( K_1(i) (i \leq k-1), K_2(k), R_{\hat{y}}(i, 2) (i = k, k+1) \) and \( R_{\hat{r}}(k) \) are respectively calculated by (34), (40), (38), (44). If \( R_{\hat{y}}(i, 2) > 0, R_{\hat{r}}(k) < 0 \) are satisfied, then the FDF (8) with parameter matrices given by

\[ H_1(k) = K_2(k) \]

\[ H_2(i) = K_1(i) \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} - K_2(i) \]

\[ H_3(i) = K_1(i) \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}, \quad i \leq k-1 \]

\[ V_1(k) = D_{f_d}^T(k) R_{\hat{y}}^{-1}(k, 2) \]

\[ V_2(k+1) = (B_{sf}(k) - H_1(k) D_f(k))^T C^T(k+1) R_{\hat{r}}^{-1}(k+1, 2) \]

is a robust \( \mathcal{H}_{\infty} \)-FDF satisfying (7).

Having obtained a solution to the parameter matrices \( H_i(k) (i = 1, 2, 3), V_1(k) \) and \( V_2(k+1) \), one can get \( r(k) \) according to (8). Now the calculation of residual \( r_f(k) \) is summarized in Algorithm 2:

Step 1. Set \( k = 0, \hat{x}(0) = 0 \);

Step 2. Calculate \( \varepsilon(k), \hat{x}(k+1|k), \varepsilon(k+1|k) \) and \( r(k) \) in turn by (8);

Step 3. Calculate residual signal \( r_f(k) \) by \( r_f(k) = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} r(k) \);

Step 4. Let \( k = k+1 \), go to Step 2, till \( k = N \).

**Remark 3.4.** As a summary of this section, we should like to say that the results of robust FD for uncertain LDTV systems are new, but the used techniques in Krein space are the same with [9, 25]. The major contribution of this paper is the consideration of
the estimation and accommodation of model uncertainty, unknown input and fault in the residual generation.

4. A Numerical Example. Consider system (1) with

\[
A(k) = \begin{bmatrix}
0.2e^{-\frac{k}{100}} & 0.6 & 0 \\
0 & 0.5 & \sin(k) \\
0 & 0 & 0.7
\end{bmatrix},
\]

\[
B_f(k) = \begin{bmatrix}
0.2 \\
1.8 \\
0.3
\end{bmatrix},
\]

\[
B_d(k) = \begin{bmatrix}
1.3 \\
0.5 \\
0.6
\end{bmatrix},
\]

\[
F_1(k) = \begin{bmatrix}
0.1 & 0 & 0
\end{bmatrix},
\]

\[
C(k) = \begin{bmatrix}
-0.5 & 1.5 & 0
\end{bmatrix},
\]

\[
D_f(k) = 2
\]

\[
E_1(k) = \begin{bmatrix}
1 & 0 & 0.5
\end{bmatrix}^T, 
\]

\[
E_2(k) = 1, 
\]

\[
u(k) = 0
\]

In order to show the effectiveness of the proposed method, we first design a robust H\(_\infty\)-FDF using Algorithm 1 and Theorem 3.2, i.e., the Case 1. Set \(x(0) = \begin{bmatrix} 1 & -1 & 2 \end{bmatrix}^T\), \(P_0 = I\), \(\gamma = 0.85\) and \(\rho = 0.1\). Let \(v(k) = 0.1 \cos(k)\), \(d(k)\) be uniformly distributed random numbers between \(-0.5\) and \(0.5\). We calculate \(r_f(k)\) using Algorithm 2 for the case of an impulse fault and sine wave fault, respectively. Figure 1 shows the fault and the corresponding residual \(r_f(k)\) for \(N = 100\).

Moreover, it is easy to know from (7) that, for any chosen \(x_0\) and \(w(k)\) such that \(x_0^TP_0^{-1}x_0 + \sum_{k=0}^{N} \|w(k)\|^2 \neq 0\), the smaller \(J_{vf}(N) = \sum_{k=0}^{N-1} \|r_f(k) - f(k)\|^2\) is, the better is the H\(_\infty\)-FDF performance. To show the influence of \(\gamma\), the corresponding \(J_{vf}(N)\) of unit impulse fault is calculated also for different \(\gamma\), as listed in Table 1.

In addition, the relationship between \(\rho\) and \(\gamma\) is also considered. The allowed minimal value of \(\gamma\) is greater than 0.8, while the allowed maximal value of \(\rho\) is less than 1. Table 2 shows the corresponding maximal \(\rho\) for some different values of \(\gamma\).

<table>
<thead>
<tr>
<th>(\gamma)</th>
<th>0.85</th>
<th>0.95</th>
<th>1.05</th>
<th>1.15</th>
<th>1.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>(J_{vf}(N))</td>
<td>3.3666</td>
<td>3.5257</td>
<td>3.6987</td>
<td>3.7813</td>
<td>3.8294</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\gamma)</th>
<th>0.81</th>
<th>0.85</th>
<th>0.90</th>
<th>0.95</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.02</td>
<td>0.30</td>
<td>0.73</td>
<td>0.87</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Figure 1.** Case 1: the impulse fault (left), sine wave fault (right) and corresponding residual.
To further show the improvement of residual performance compared with [25], we consider $\varphi(k)$ as unknown input, set $\gamma = 0.85$ and design $\mathcal{H}_\infty$-FDF using the method of [25], i.e., Case 2. The impulse fault, sine wave fault and the corresponding $r_f(k)$ of Case 2 are shown in Figure 2, respectively. As a comparison with Case 1, the evolutions of the two cases $J_{vf}(k)$ are also presented in Figure 3. It can be seen that better performances are achieved by applying the new developed robust $\mathcal{H}_\infty$-FDF.

5. Conclusion. The problem of robust $\mathcal{H}_\infty$ FD has been investigated for LDTV systems subject to norm bounded model uncertainty. A modified observer-based FDF with the estimation and accommodation of unknown input, fault and model uncertainty has been proposed as a residual generator. It has been shown that the design of robust $\mathcal{H}_\infty$-FDF can be converted into a minimum problem of indefinite quadratic form and the minimum problem can be solved by applying orthogonal projection and innovation analysis in Krein space. A sufficient and necessary condition for the minimum has been derived and a solution to the robust $\mathcal{H}_\infty$-FDF has been given in terms of Riccati recursions. A numerical example has been given to illustrate the effectiveness of the proposed method.
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