STABILITY ANALYSIS FOR SYSTEMS WITH LARGE DELAY PERIOD: A SWITCHING METHOD

XI-MING SUN\textsuperscript{1}, GUO-PING LIU\textsuperscript{2}, WEI WANG\textsuperscript{1} AND DAVID REES\textsuperscript{2}

\textsuperscript{1}School of Control Science and Engineering
Dalian University of Technology
No. 2, Linggong Road, Ganjingzi District, Dalian 116024, P. R. China
\{sunxm; wangwei\}@dlut.edu.cn
\textsuperscript{2}Faculty of Advanced Technology
University of Glamorgan
Pontypridd, CF37 1DL, United Kingdom
GPLIU@GLAM.AC.UK; DAVIDREES@NTLWORLD.COM

Received March 2011; revised July 2011

Abstract. This paper studies an exponential stability problem for a class of time-varying delay systems with large delay period. The time-varying delay is interval-range. Although large delay period (LDP) is often present in practical control systems, the problems of stability analysis for such systems have been unsolved to date. In this paper, a new method based on switching technique is proposed to solve the case of LDP. It addresses how long and how frequent the LDP can be and still maintain the system exponentially stable. We first utilize switched delay systems, which may include an unstable subsystem, to model such a system. Then, the concepts of frequency and length rate of LDP are introduced. Next, based on a novel piecewise Lyapunov functional including the large-delay-integral terms (LDITs), sufficient conditions guaranteeing exponential stability are developed. Without LDP, the criterion obtained in this paper contains results already published as a special case. Two numerical examples are given to show the effectiveness of the proposed method.
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1. Introduction. Delay-dependent stability analysis has been a very popular topic in the study of delay systems in recent years [1-6]. Based on the traditional Lyapunov Krasovskii functional method, the search for delay-dependent bound $h$ is carried out so that the system stability or other system performance measures can be guaranteed. A basic assumption in these papers is that the delay must satisfy $0 \leq h_1 \leq d(t) \leq h_2$ for $\forall t \in [t_0, +\infty)$. Because if the delay bound increases to $h_3 > h_2$, that is $0 \leq d(t) \leq h_3$ for $\forall t \in [t_0, +\infty)$, then the system may become unstable. However, for the large delay case, that is $h_2 < d(t) \leq h_3$, if it occurs occasionally in some local interval of $[t_0, +\infty)$ rather than the whole time interval $[t_0, +\infty)$, then the delay system may be still stable. However, the traditional Lyapunov functional method in the above-mentioned papers will fail once this large delay case occurs. In fact, this large delay phenomenon is often encountered in practical systems. For example, it often appears in the study of networked control system for the reason of networked induced-delay and package dropout phenomena [7-10]. Thus, it is important to study the stability problem of systems with a large delay. To the best of our knowledge, this problem has been unsolved to date since traditional methods used in the study of large delays fail for such systems.
On the other hand, it is noted that switching system [15-23] and switched delay systems [24-32] have been a popular topic in recent years. In this paper, we use a switched delay system consisting of two subsystems to describe the system with a large delay. One stable subsystem is used to describe small delay case; the other subsystem, which may be unstable, is used to describe the large delay case. This switched system is different from those in our previous work [31, 32] because a main feature of the considered switched delay system in this paper is that one of the subsystems may be unstable due to the larger delay bound, while all subsystems in these papers are stable. Thus, the stability analysis of switched systems including an unstable subsystem caused by the large delay bound is more difficult to give than those considered in [31, 32].

In this paper, the concepts of the length rate and frequency of the large delay period are introduced. Then, inspired by the switching method in [31], a piecewise Lyapunov functional method is adopted. To apply this method, two problems need to be solved. The first is how to choose some special Lyapunov functional candidates in order to get explicit conditions on their exponential growth and decay change along the corresponding system trajectory. The second, which is the most difficult, is how to calculate the ratio between two Lyapunov functional candidates at each switching time point. In this paper, the first problem is solved by introducing some special Lyapunov functional candidates with exponential terms and adopting the free weighting matrix method [11, 12]. The second problem is solved primarily by introducing some large-delay-integral terms (LDITs) to the piecewise Lyapunov functional candidate. The adding of LDITs makes the second problem solvable and does not increase the conservativeness of the criterion. After these two problems are solved successfully, we develop exponential stability conditions for the system with large delay period (LDP). Without considering LDP, the result in this paper contains existing results [13] as a special case. Two numerical examples are given to show the effectiveness of the proposed method.

This paper is organized as follows. Section 2 introduces model description and preliminaries. Section 3 gives two lemmas and the main result in this paper. In Section 4, two numerical examples are given to show the effectiveness of the proposed method. Section 5 draws the conclusions.

Notation. $P > 0$ is used to denote a positive definite matrix $P$. $\lambda_{\text{min}}(P)$ denotes the minimum eigenvalue of symmetric matrix $P$. $\mathbb{N}$ is used to denote an integer set $\{0, 1, 2, \ldots\}$.

2. Preliminaries. Consider the following system model

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + A_d x(t - d(t)), \\
x(\theta) &= \phi(\theta), \quad \theta \in [-h_3, 0],
\end{align*}
\] (1)

where $x(t)$ is the state vector; $A$ and $A_d$ are constant matrices; $\phi(\theta)$ denotes continuously differentiable vector-valued initial function of $\theta \in [-h_3, 0]$, $h_3 > 0$; $d(t)$ denotes the time-varying delay satisfying

\[
0 \leq h_1 \leq d(t) \leq h_3, \quad \dot{d}(t) \leq d < 1.
\] (2)

The following two assumptions are adopted:

Assumption 1. System (1) is stable if delay $d(t)$ satisfies $h_1 \leq d(t) \leq h_2$ for $\forall t \in [0, +\infty)$, where $h_2 < h_3$ and $h_2$ can be obtained based on existing methods.

Assumption 2. The stability of system (1) is not guaranteed based on existing method or system itself is unstable if delay $d(t)$ satisfies $h_2 < d(t) \leq h_3$ for $\forall t \in [0, +\infty)$. 

Definition 2.1. Time interval \([T_1, T_2]\) is called large delay period (LDP) if for \(\forall t \in [T_1, T_2]\), it holds that \(h_2 \leq d(t) \leq h_3\). And time interval \([T_1, T_2]\) is called small delay period (SDP), if it holds that \(h_1 \leq d(t) \leq h_2\) for \(\forall t \in [T_1, T_2]\).

Existing literature [2-6, 11-13] focus on the case of SDP, searching for the bound \(h_2\) to make system (1) stable. For the case of LDP, where the delay system may be unstable, there have been no results available to date. Although system (1) may be unstable if LDP appears in the whole time interval \([0, +\infty)\), it is possible that system (1) is stable if the LDP only appears locally, namely, for some short time intervals within \([0, +\infty)\). Suppose the LDP occurs occasionally, then system (1) can be described by the following switched delay system

\[
\begin{cases}
\dot{x}(t) = Ax(t) + A_d x(t - d_{\sigma(t)}(t)) \\
x(\theta) = \phi(\theta), \quad \theta \in [-h_3, 0]
\end{cases}
\]

where \(\sigma(t) : [0, +\infty) \rightarrow \{1, 2\}\) is a piecewise constant function and called switching signal; \(\sigma(t) = 1\) implies that system (3) is running in SDP, and \(\sigma(t) = 2\) denotes that system (3) is running in LDP; \(h_1 \leq d_1(t) \leq h_2\) and \(h_2 < d_2(t) \leq h_3\).

Remark 2.1. System (3) may include an unstable subsystem 2, \(\dot{x}(t) = Ax(t) + A_d x(t - d_2(t))\), due to the effect of larger delay \(d_2(t)\).

We use time sequence \(t_0 < t_1 < t_2 < \ldots\) to denote time switching sequence of switching signal \(\sigma(t)\). The following time sequence, belonging to one of subsequences of \(\{t_0, t_1, t_2, \ldots\}\), is also introduced

\[
t_0 = p_0 < p_1 < p_2 < p_3 < \ldots,
\]

which satisfies the following conditions: \(\bigcup_{k=0}^{\infty} [p_k, p_{k+1}) = [t_0, +\infty), \ [p_k, p_{k+1}) = [t_i, t_j), \ k \leq i < j, \text{ and } k, i, j \in \mathbb{N}\), and,

\[
p_{k+1} - p_k \leq \eta_k \leq \eta < +\infty, \ \forall k \in \mathbb{N},
\]

for positive constants \(\eta_k\) and \(\eta\). It is usually difficult to exactly know when and where the switching signal \(\sigma(t)\) occurs. However, in some cases, it will be easier to estimate the information of the upper bounds on length and numbers of LDP in some longer time interval \([p_k, p_{k+1})\). This paper just gives the conditions on these bounds in each interval \([p_k, p_{k+1})\) to insure exponential stability of system (3).

Inspired by average dwell time used in switched systems [15, 16], we will introduce a concept: the frequency of LDP to denote the number of LDP within a certain time interval.

Definition 2.2. For any \(T_2 > T_1 \geq 0\), let \(N_f(T_1, T_2)\) denote the number of LDP in time interval \([T_1, T_2]\). \(F_f(T_1, T_2) = \frac{N_f(T_1, T_2)}{T_2 - T_1}\) is referred to as frequency of LDP in time interval \([T_1, T_2]\).

In this paper, it is assumed that the time interval \(\bigcup_{k=0}^{\infty} [t_{2k}, t_{2k+1})\) denotes SDP and \(\bigcup_{k=0}^{\infty} [t_{2k+1}, t_{2(k+1)})\) denotes LDP. If \(N_\sigma(T_1, T_2)\) is used to denote the number of switchings of \(\sigma(t)\) in time interval \([T_1, T_2]\), then it holds that

\[
N_\sigma(t_0, t) \leq 2N_f(t_0, t).
\]

Similar to the concept of the unavailability rate of the controller in [17], we introduce the concept of length rate of LDP.

Definition 2.3. For time interval \([T_1, T_2]\), denote the total time length of LDP during \([T_1, T_2]\) by \(T^+(T_1, T_2)\), and denote the total time length of SDP by \(T^-(T_1, T_2)\). We call \(\frac{T^+(p_k, p_{k+1})}{T^-(p_k, p_{k+1})}\) the length rate of LDP in time interval \([p_k, p_{k+1})\).
3. Stability Analysis. In this section, two lemmas will be first developed. Consider the following delay system

$$\dot{x}(t) = Ax(t) + A_dx(t - d_1(t)),
\quad x(\theta) = \phi(\theta), \theta \in [-h_2, 0],$$

(7)

where $A$, $A_d$ are constant matrices; $d_1(t)$ satisfies $0 \leq h_1 \leq d_1(t) \leq h_2$. Choose the Lyapunov functional candidate of the following form

$$V_1(t) = V^1(t) + V^2(t) + V^3(t) + V^4(t) + V^5(t) + V^6(t) + V^7(t),$$

(8)

where

$$V^1(t) = x^T(t)P_1x(t),$$

$$V^2(t) = \sum_{i=1}^{2} \int_{t-h_1}^{t} x^T(s)e^{\alpha_1(s-t)}Q_i x(s)ds,$$

$$V^3(t) = \int_{t-d_1(t)}^{t} x^T(s)e^{\alpha_2(s-t)}Q_3 x(s)ds,$$

$$V^4(t) = \int_{t-h_2}^{t} x^T(s)e^{\alpha_3(s-t)}Q_4 x(s)ds,$$

$$V^5(t) = \int_{0}^{h_2} \int_{t-h_2}^{t+\theta} \dot{x}^T(s)e^{\alpha_4(s-t)}Z_1 \dot{x}(s)dsd\theta,$$

$$V^6(t) = \int_{h_2}^{t} \int_{t-h_2}^{t+\theta} \dot{x}^T(s)e^{\alpha_5(s-t)}Z_2 \dot{x}(s)dsd\theta,$$

$$V^7(t) = \int_{-h_2}^{0} \int_{t-h_2}^{t+\theta} \dot{x}^T(s)e^{\alpha_6(s-t)}Z_3 \dot{x}(s)dsd\theta,$$

$h_3 > h_2 > h_1 \geq 0$, and $P_1, Q_i$, $i = 1, 2, 3, 4$, and $Z_i, j = 1, 2, 3$ are positive definite matrices to be determined.

**Lemma 3.1.** For given constants $\alpha_1 > 0$, $h_3 > h_2 > h_1 \geq 0$ and $d < 1$, if there exist matrices $P_1 > 0, Q_i > 0$ $(i = 1, 2, 3, 4)$, $Z_j > 0$ $(j = 1, 2, 3)$, and any matrices $N_i, M_i$ and $S_i$ $(i = 1, 2)$ with appropriate dimensions such that

$$\begin{bmatrix}
\Delta & c_0N & c_1S & c_1M \\
* & -c_0Z_1 & 0 & 0 \\
* & * & -c_1(Z_1 + Z_2) & 0 \\
* & * & * & -c_1Z_2
\end{bmatrix} < 0,$$

(9)

then, along the trajectory of the system (7), we have

$$V_1(t) \leq e^{-\alpha_1(t-t_0)}V_1(t_0),$$

where

$$\Delta = \begin{bmatrix}
\Delta_{11} & \Delta_{12} & M_1 & -S_1 \\
* & \Delta_{22} & M_2 & -S_2 \\
* & * & -e^{-\alpha_1h_1}Q_1 & 0 \\
* & * & * & -e^{-\alpha_1h_2}(Q_4 - Q_2)
\end{bmatrix},$$

$$\Delta_{11} = P_1A + A^T P_1 + \alpha_1 P_1 + \sum_{i=1}^{3} Q_i + A^T \Lambda_1 A + N_1 + N_1^T,$$

$$\Delta_{12} = P_1A_d + A^T \Lambda_1 A_d + N_2^T - N_1 + S_1 - M_1,$$

$$\Delta_{22} = A_d^T \Lambda_1 A_d - (1 - d)e^{-\alpha_1h_2}Q_3 + S_2 + S_2^T - N_2 - N_2^T - M_2 - M_2^T,$$

$$\Lambda_1 = h_2 Z_1 + h_{12} Z_2 + h_{23} Z_3,$$

$$N = \begin{bmatrix} N_1 \\ N_2 \\ 0 \\ 0 \\ 0 \end{bmatrix}, S = \begin{bmatrix} S_1 \\ S_2 \\ 0 \\ 0 \\ 0 \end{bmatrix}, M = \begin{bmatrix} M_1 \\ M_2 \\ 0 \\ 0 \\ 0 \end{bmatrix},$$

$$c_0 = \frac{1}{\alpha_1}(e^{\alpha_1h_2} - 1), c_1 = \frac{1}{\alpha_1}(e^{\alpha_1h_2} - e^{\alpha_1h_1}), h_{12} = h_2 - h_1, h_{23} = h_3 - h_2.$$

**Proof:** From the Leibniz-Newton formula, for matrices $N_i$, $S_i$ and $M_i$, $i = 1, 2$, we have

$$2 \left[ x^T(t)N_1 + x^T(t - d_1(t))N_2 \right] \times \left[ x(t) - x(t - d_1(t)) - \int_{t-d_1(t)}^{t} \dot{x}(s)ds \right] = 0,$$
where $N_i$, $S_i$ and $M_i$ are called Free-weighting matrices [11-13]. Also, the following equations are true:

\[
\begin{align*}
&-\int_{t-h_2}^{t} \dot{x}(s)e^{\alpha_1(s-t)}Z_1\dot{x}(s)ds = -\int_{t-d_1(t)}^{t} \dot{x}(s)e^{\alpha_1(s-t)}Z_1\dot{x}(s)ds \\
&\quad - \int_{t-h_2}^{t-d_1(t)} \dot{x}(s)e^{\alpha_1(s-t)}Z_1\dot{x}(s)ds \\
&-\int_{t-h_2}^{t-h_1} \dot{x}(s)e^{\alpha_1(s-t)}Z_2\dot{x}(s)ds = -\int_{t-d_1(t)}^{t-h_1} \dot{x}(s)e^{\alpha_1(s-t)}Z_2\dot{x}(s)ds \\
&\quad - \int_{t-h_2}^{t-d_1(t)} \dot{x}(s)e^{\alpha_1(s-t)}Z_2\dot{x}(s)ds.
\end{align*}
\]

Based on (11), along the trajectory of system (7) we have

\[
\dot{V}_1(t) + \alpha_1 V_1(t) \\
\leq 2\dot{x}^T(t)P_1[Ax(t) + Adx(t - d_1(t))] + \sum_{i=1}^{2} [\dot{x}^T(t)Q_i x(t) - \dot{x}^T(t - h_i)e^{-\alpha_1 h_i}Q_i x(t - h_i)]
\]

\[
+ x^T(t)Q_3 x(t) - (1 - d)x^T(t - d_1(t))e^{-\alpha_1 h_2}Q_3 x(t - d_1(t))
\]

\[
+ x^T(t - h_2)e^{-\alpha_1 h_2}Q_4 x(t - h_2)
\]

\[
- x^T(t - h_3)e^{-\alpha_1 h_3}Q_4 x(t - h_3) + h_2 \dot{x}^T(t)Z_1\dot{x}(t) - \int_{t-h_2}^{t} \dot{x}^T(s)e^{\alpha_1(s-t)}Z_1\dot{x}(s)ds \\
+ h_12 \dot{x}^T(t)Z_2\dot{x}(t) \\
- \int_{t-h_2}^{t-h_1} \dot{x}(s)e^{\alpha_1(s-t)}Z_2\dot{x}(s)ds + h_23 \dot{x}^T(t)Z_3\dot{x}(t) - \int_{t-h_3}^{t-h_2} \dot{x}^T(s)e^{\alpha_1(s-t)}Z_3\dot{x}(s)ds \\
+ \alpha_2 \dot{x}^T(t)P_1 x(t) \\
\leq \dot{\xi}^T(t) [\Delta + c_0 NZ_1^{-1}N^T + c_1 S(Z_1 + Z_2)^{-1}S^T + c_1 MZ_2^{-1}M^T] \xi(t) \\
\]

(12)

where $\xi(t) = [\dot{x}^T(t) \dot{x}^T(t - d_1(t)) \dot{x}^T(t - h_1) \dot{x}^T(t - h_2)]^T$, $c_0$ and $c_1$ are defined in Lemma 3.1. By using Schur complement and (9) we know $\Delta + c_0 NZ_1^{-1}N^T + c_1 S(Z_1 + Z_2)^{-1}S^T + c_1 MZ_2^{-1}M^T < 0$. Thus, it follows from (12) that $\dot{V}_1(t) + \alpha_1 V_1(t) \leq 0$. Integrating this inequality gives $\dot{V}_1(t) \leq e^{-\alpha_1(t-t_0)}V_1(t_0)$. The proof is completed.

Consider the following delay system

\[
\dot{x}(t) = Ax(t) + Adx(t - d_2(t)),
\]

\[
x(\theta) = \phi(\theta), \quad \theta \in [-h_3, 0],
\]

(13)

where $A$, $Ad$ are constant matrices defined in system (7); $d_2(t)$ satisfies $h_1 < h_2 \leq d_2(t) \leq h_3$. Choose the Lyapunov functional candidate of the following form

\[
V_2(t) = V^8(t) + V^9(t) + V^{10}(t) + V^{11}(t) + V^{12}(t) + V^{13}(t) + V^{14}(t),
\]

(14)

where $V^8(t) = x^T(t)P_2 x(t)$,
where
\[V^9(t) = \int_{t-h_1}^{t} x^T(s)e^{\alpha_2(t-s)}Q_5x(s)ds + \int_{t-h_2}^{t} x^T(s)e^{\alpha_2(t-s)}Q_6x(s)ds,\]
\[V^{10}(t) = \int_{t-d(t)}^{t} x^T(s)e^{\alpha_2(t-s)}Q_7x(s)ds,\]
\[V^{11}(t) = \int_{t-h_3}^{t} x^T(s)e^{\alpha_2(t-s)}Q_8x(s)ds,\]
\[V^{12}(t) = \int_{t-h_3}^{t} \int_{t-h_3}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_4\dot{x}(s)dsd\theta,\]
\[V^{13}(t) = \int_{t-h_3}^{t} \int_{t-h_3}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_5\dot{x}(s)dsd\theta,\]
\[V^{14}(t) = \int_{t-h_1}^{t} \int_{t-h_2}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_6\dot{x}(s)dsd\theta, \]
h_3 > h_2 > h_1 \geq 0, and P_2, Q_i, i = 5, 6, 7, 8 and Z_j, j = 4, 5, 6 are positive definite matrices to be determined.

**Lemma 3.2.** For given constants \(\alpha_2 > 0, h_3 > h_2 > h_1 \geq 0\) and \(d < 1\), if there exist matrices \(P_2 > 0, Q_1 > 0\) \((i = 5, 6, 7, 8)\), \(Z_j > 0\) \((j = 4, 5, 6)\), and any matrices \(L_i, R_i, Y_i\) and \(T_i\) \((i = 1, 2)\) with appropriate dimensions such that
\[
\begin{bmatrix}
\Gamma & c_2L & c_3R & c_4Y & c_4T \\
* & -c_2Z_4 & 0 & 0 & 0 \\
* & * & -c_3Z_5 & 0 & 0 \\
* & * & * & -c_4Z_6 & 0 \\
* & * & * & * & -c_4Z_6
\end{bmatrix} < 0,
\]
then, along the trajectory of the system (13), we have
\[V_2(t) \leq e^{\alpha_2(t-t_0)}V_2(t_0),\]
where
\[
\Gamma = \begin{bmatrix}
\Gamma_{11} & \Gamma_{12} & R_1 & Y_1 - L_1 - R_1 & -T_1 \\
* & \Gamma_{22} & R_2 & Y_2 - L_2 - R_2 & -T_2 \\
* & * & -e^{\alpha_2h_1}Q_5 & 0 & 0 \\
* & * & * & -e^{\alpha_2h_2}(Q_0 - Q_8) & 0 \\
* & * & * & * & -e^{\alpha_2h_3}Q_8
\end{bmatrix},
\]
\[
\Gamma_{11} = P_2A + A^TP_2 - \alpha_2P_2 + \sum_{i=5}^{7} Q_i + A^TA_2A + L_1 + L_1^T, \\
\Gamma_{12} = P_2A_2 + A^T A_2 A_2 + L_2^T - Y_1 + T_1, \\
\Gamma_{22} = A_2^T A_2 A_2 - (1 - d)e^{\alpha_2h_2}Q_7 + T_2 + T_2^T - Y_2 - Y_2^T, \\
L_2 = h_2Z_4 + h_1Z_5 + h_2Z_6, \\
R = \begin{bmatrix}
L_1 \\
L_2 \\
0 \\
0 \\
0
\end{bmatrix}, Y = \begin{bmatrix}
R_1 \\
Y_1 \\
R_2 \\
0 \\
Y_2
\end{bmatrix}, T = \begin{bmatrix}
T_1 \\
T_2 \\
0 \\
0 \\
0
\end{bmatrix},
\]
\[
c_2 = \frac{1}{\alpha_2}(1 - e^{-\alpha_2h_2}), \quad c_3 = \frac{1}{\alpha_2}(e^{-\alpha_2h_1} - e^{-\alpha_2h_2}), \\
c_4 = \frac{1}{\alpha_2}(e^{-\alpha_2h_2} - e^{-\alpha_2h_3}), \quad h_{12} = h_2 - h_1, \quad h_{23} = h_3 - h_2.
\]

**Proof:** It is noted that the following equations are true:
\[
\int_{t-h_1}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_6\dot{x}(s)ds = \int_{t-h_2}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_6\dot{x}(s)ds
\]
\[
- \int_{t-h_3}^{t} \dot{x}^T(s)e^{\alpha_2(t-s)}Z_6\dot{x}(s)ds.
\]
Then, by simple calculation, along the trajectory of system (13), it holds that
\[
\dot{V}_2(t) - \alpha_2V_2(t) \leq \zeta^T(t)[\Gamma + c_2LZ_4^{-1}LT + c_3RZ_5^{-1}RT + c_4YZ_6^{-1}YT + c_4TZ_6^{-1}T^T] \zeta(t),
\]
where \(\zeta(t) = [x^T(t), x^T(t - d(t)), x^T(t - h_1), x^T(t - h_2), x^T(t - h_3)]^T\). 
\(c_2, c_3\) and \(c_4\) are defined in Lemma 3.2. By using Schur complement and (15) we know \(\Gamma + c_2LZ_4^{-1}LT + \)
Cond
\[ c_3 R Z^{-1} R^T + c_4 Y Z^{-1} Y^T + c_5 T Z^{-1} T^T < 0. \]
Thus, it follows from (17) that \( V_2(t) - \alpha_2 V_2(t) \leq 0. \) Integrating this inequality gives \( V_2(t) \leq e^{\alpha_2(t-t_0)} V_2(t_0). \) The proof is completed.

**Remark 3.1.** For system (7) with delay \( h_1 \leq d_1(t) \leq h_2, \) the terms \( V^4(t) \) and \( V^7(t) \) in (8), which contain the information of \( h_3 \) and are called large-delay-integral terms (LDITs), do not appear in the traditional construction of Lyapunov functional candidates for the study of delay systems [2-6, 11-14], since the information of delay bound \( h_3 \) is not needed in these papers. The use of LDITs will be considered later in this paper (Remark 3.4). Note that the adding for these terms does not bring conservativeness of Lemma 3.1 because the maximum bound of \( h_2 \) can also be obtained by letting \( h_{23} = 0 \) in LMI (9). In addition, LDITs \( V^{11}(t) \) and \( V^{14}(t) \) in (14) are necessary in that they are used to introduce the delay bound \( h_3 \) in LMI (15) of Lemma 3.2.

**Theorem 3.1.** For given constants \( \alpha_1 > 0, \alpha_2 > 0, h_3 > h_2 > h_1 \geq 0 \) and \( d < 1, \) if there exist matrices \( P_i > 0, i = 1, 2, \) \( Q_j > 0, j = 1, 2, 3, 4, 5, 6, 7, 8, \) \( Z_l > 0, l = 1, 2, 3, 4, 5, 6, \) and any matrices \( N_i, M_i \) and \( S_i, L_i, R_i, Y_i \) and \( T_i, i = 1, 2, \) with appropriate dimensions such that LMI (9) and (15) hold, then under the switching signal \( (S1) \), system (3) is exponentially stable and the state decay estimation is given as

\[
\|x(t)\| \leq \sqrt{\frac{V_1(t_0)}{\rho}} e^{\frac{\alpha\eta}{2}} e^{-0.5(\alpha^* - \alpha)(t-t_0)},
\]

where switching signal \( (S1) \) satisfies the following two conditions:

**Condl.** the length rate of LDP satisfies \( \frac{T_s(p_0, p_{k+1})}{\tau(p_0, p_{k+1})} \leq \frac{\alpha_1 - \alpha}{\alpha_2 + \alpha}, \alpha^* \in (0, \alpha_1), \forall k \in N, \)

**Condq.** the frequency of LDP satisfies \( F_j(p_k, p_{k+1}) \leq \frac{\alpha}{\ln(\mu^{2\mu_1})}, \alpha \in (0, \alpha^*), \)

where \( \mu \geq 1 \) satisfies

\[
P_i \leq \mu P_h, \forall l, h \in \{1, 2\},
Q_i \leq \mu Q_j, \forall \{i, j\} or \{j, i\} \in \{\{1, 5\}, \{2, 6\}, \{3, 7\}, \{4, 8\}\},
Z_m \leq \mu Z_n, \forall \{m, n\} or \{n, m\} \in \{\{1, 4\}, \{2, 5\}, \{3, 6\}\}.
\]

\[
\mu_1 = e^{(\alpha_1 + \alpha_2)h_3}, \quad c = (\alpha_2 + \alpha^*) \frac{\alpha_1 - \alpha^*}{\alpha_1 + \alpha_2}, \eta
\]

\[
\rho = \min\{\lambda_{\text{min}}(P_1), \lambda_{\text{min}}(P_2)\}.
\]

**Proof:** Construct piecewise Lyapunov functional candidate as follows:

\[
V(t) = V_0(t) = \begin{cases}
V_1(t) & t \in [t_{2j}, t_{2j+1}), \\
V_2(t) & t \in [t_{2j+1}, t_{2j+2}), \quad j \in N,
\end{cases}
\]

where \( V_1(t) \) and \( V_2(t) \) are defined in (8) and (14), respectively. From (19) and (20), it is easy to see that

\[
V_1(t) \leq \mu V_2(t), \quad V_2(t) \leq \mu_1 V_1(t).
\]

Considering the piecewise Lyapunov functional candidate (22), we have from Lemma 3.1 and Lemma 3.2

\[
V(t) \preceq \begin{cases}
e^{-\alpha_1(t-t_2)} V(t_{2j}) & t \in [t_{2j}, t_{2j+1}) \\
e^{\alpha_2(t-t_{2j+1})} V(t_{2j+1}) & t \in [t_{2j+1}, t_{2j+2}), \quad j \in N.
\end{cases}
\]

Without loss of generality, we assume that \( t \in [t_{2l+1}, t_{2l+2}) \subseteq [p_m, p_{m+1}), \) where \( l \geq 1, \) \( m \geq 1. \) Based on (23) and (24), along the trajectory of system (3), the piecewise Lyapunov
Applying (31) to (32) leads to (27).

Cond

Applying (29) and (30) to (28) leads to (26). Next, we will show inequality (27). From

where

It holds that

Substituting (26) and (27) to (25) leads to

It holds that

\[
\begin{align*}
V(t) &\leq V_2(t_{2l+1})e^{o_2(t-t_{2l+1})} \\
&\leq \mu \mu_1 V_1(t_{2l+1})e^{o_2(t-t_{2l+1})} \\
&\leq \mu \mu_1 V_1(t_{2l})e^{-\alpha(T_{2l+1}-t_{2l})} e^{o_2(t-t_{2l+1})} \\
&= \mu \mu_1 V_1(t_{2l})e^{-\alpha\tau(t_{2l},t_{2l})} + \alpha_2 T^+(t_{2l},t) \\
&\leq \cdots \\
&\leq \mu^{N_\alpha(t_0,t)} \mu_1^{N_f(t_0,t)} V(t_0)e^{-\alpha\tau(t_0,t)} + \alpha_2 T^+(t_0,t).
\end{align*}
\]

(25)

Next, we will show

\[ -\alpha_1\tau(t_0,t) + \alpha_2 T^+(t_0,t) \leq -\alpha^*(t-t_0) + c, \]

(26)

and

\[ \mu^{N_\alpha(t_0,t)} \mu_1^{N_f(t_0,t)} \leq e^\alpha(t-t_0)+\alpha \eta, \]

(27)

where \( c = \frac{(\alpha_2+\alpha_*)}{\alpha_1+\alpha_2} \eta \) is defined in Theorem 3.1.

It holds that

\[
\begin{align*}
-\alpha_1\tau(t_0,t) + \alpha_2 T^+(t_0,t) - \alpha^*(t-t_0) &- (\alpha_1 - \alpha^*)\tau(t_0,t) + (\alpha^* + \alpha_2) T^+(t_0,t) \\
= -\alpha^*(t-t_0) - (\alpha_1 - \alpha^*)[T^-(p_0,p_m) + T^+(p_m,t)] \\
+ (\alpha^* + \alpha_2)[T^+(p_0,p_m) + T^+(p_m,t)] \\
\leq -\alpha^*(t-t_0) + [- (\alpha_1 - \alpha^*)\tau(p_0,p_m) + (\alpha^* + \alpha_2) T^+(p_0,p_m)] \\
+ (\alpha^* + \alpha_2) T^+(p_m,t).
\end{align*}
\]

(28)

From Cond_1, it holds that

\[
-(\alpha_1 - \alpha^*)\tau(p_0,p_m) + (\alpha^* + \alpha_2) T^+(p_0,p_m)
\]

= \sum_{q=0}^{m-1} - (\alpha_1 - \alpha^*)\tau(p_q,p_{q+1}) + (\alpha^* + \alpha_2) T^+(p_q,p_{q+1}) \leq 0,

(29)

and

\[
T^+(p_m,p_{m+1}) \leq \frac{\alpha_1 - \alpha^*}{\alpha_2 + \alpha_1} \eta_m \leq \frac{\alpha_1 - \alpha^*}{\alpha_2 + \alpha_1} \eta.
\]

(30)

Applying (29) and (30) to (28) leads to (26). Next, we will show inequality (27). From Cond_2 and Definition 2.2, it holds that

\[
N_f(p_k,p_{k+1}) \ln(\mu^2 \mu_1) \leq \alpha(p_{k+1} - p_k), \quad \forall k \in \mathbb{N},
\]

and thus

\[
N_f(t_0,t) \ln(\mu^2 \mu_1) = \ln(\mu^2 \mu_1) \left[ \sum_{k=0}^{m-1} N_f(p_k,p_{k+1}) + N_f(p_m,t) \right]
\]

\[
\leq \sum_{k=0}^{m-1} \alpha(p_{k+1} - p_k) + \ln(\mu^2 \mu_1) N_f(p_m,t) \leq \alpha(p_m - t_0) + \alpha \eta_m \leq \alpha(t-t_0) + \alpha \eta.
\]

(31)

It is clear that from (6)

\[
\mu^{N_\alpha(t_0,t)} \mu_1^{N_f(t_0,t)} \leq \mu^{2N_f(t_0,t)} \mu_1^{N_f(t_0,t)} = e^{N_f(t_0,t) \ln(\mu^2 \mu_1)}.
\]

(32)

Applying (31) to (32) leads to (27).

Substituting (26) and (27) to (25) leads to

\[
V(t) \leq V_1(t_0)e^{\alpha \eta} e^{-(\alpha^*-\alpha)(t-t_0)}.
\]

(33)
Noting that $V(t) \geq \rho \|x(t)\|^2$, we have from (33) that
\[
\rho \|x(t)\|^2 \leq V_i(t_0)e^{\gamma t}e^{-(\alpha^*-\alpha)(t-t_0)},
\]
where $\rho = \min\{\lambda_{\min}(P_1), \lambda_{\min}(P_2)\}$. And thus, it is obtained that
\[
\|x(t)\| \leq \sqrt{\frac{V_i(t_0)e^{\gamma t}e^{-(\alpha^*-\alpha)(t-t_0)}}{\rho}}.
\]

The proof is completed.

For the case without LDP, that is $h_1 \leq d_1(t) \leq h_2$ for $\forall t \in [t_0, +\infty)$, then it holds that $N_d(t_0, t) = N_f(t_0, t) = 0$, $T^+(t_0, t) = 0$, $T^-(t_0, t) = t - t_0$. Therefore, from (25), it can be seen that
\[
V(t) \leq V_i(t_0)e^{-\alpha_1(t-t_0)},
\]
then we can get
\[
\|x(t)\| \leq \frac{\sqrt{V_i(t_0)}}{\lambda_{\min}(P_1)}e^{-0.5\alpha_1(t-t_0)}. \hspace{1cm} (37)
\]
Thus the following corollary is obtained.

**Corollary 3.1.** If the delay satisfies $h_1 \leq d_1(t) \leq h_2$ and $\dot{d}_1(t) \leq d \leq 1$ for $\forall t \in [0, +\infty)$, then under the LMI (9), system (1) is exponentially stable.

**Remark 3.2.** If $\alpha_1 \to 0$, then $c_0 \to h_2$ and $c_1 \to h_{12}$, where $c_1$ and $c_2$ are defined in Lemma 3.1. Thus, if $\alpha_1 \to 0$, $h_2 \to 0$ and $Q_4 \to \varepsilon I$, ($\varepsilon$ is a sufficiently small positive constant), then LMI (9) is reduced to LMI (5) in [13]. Thus, Corollary 3.1 contains Theorem 3.1 in [13] as a special case. In addition, it is easy to see for the case of $\dot{d}(t) \leq \beta$, $\beta$ is an unknown positive constant, Corollary 3.1 also holds if we delete the terms containing $Q_3$ in LMI (9).

**Remark 3.3.** In Theorem 3.1, Cond$_1$ is used to restrict the length of the LDP in each interval $[p_i, p_{i+1}]$; Cond$_2$ is used to restrict the frequency of LDP. Theorem 3.1 shows that under the restriction of these two conditions, exponential stability for system (3) can be guaranteed if some LMIs’ conditions are satisfied.

**Remark 3.4.** In the piecewise Lyapunov functional candidates, the LDITs $V_i(t)$ and $V_i(t)$ defined in $V_i(t)$ in (8) are important because the adding of these terms makes the corresponding integral terms in $V_i(t)$ in (8) and $V_i(t)$ in (14) have the same integral interval, for example, the term $V_i(t)$ correspond to $V_i(t)$, $i = 2, 3, 4, 5, 6, 7$, respectively, and thus makes the ratio between $V_i(t)$ and $V_i(t)$ at each switching point, reflected by (23), easy to calculate.

**Remark 3.5.** If delay condition (2) is replaced as $h_1 \leq d(t) \leq h_3$, $\dot{d}(t) \leq d$, where $d$ is an unknown positive constant, then Theorem 3.1 also holds if the terms containing $Q_3$ in LMI (9) and terms containing $Q_7$ in LMI (15) are removed.

**Remark 3.6.** From Theorem 3.1, it can be seen that the maximum allowed bound (MADB) guaranteeing exponential stability of system (3) can be given as $h_3 = h_2 + h_{23}$. Also, $T^+(p_k, p_{k+1})$, which denotes the permitted length of LDP during time interval $[p_k, p_{k+1}]$, can be given as $\frac{\alpha_i-\alpha}{\alpha_2+\alpha_1}h_i$ according to (30). Existing literature [2-6, 11-14] mainly concentrate on the size of $h_2$, that is the bound of the small delay case, but the important parts $h_{23}$ and $\frac{\alpha_i-\alpha}{\alpha_2+\alpha_1}h_i$ caused by LDP cannot be dealt with and therefore previous publications have adopted a restrictive assumption to delete these parts.
Remark 3.7. In Theorem 3.1, to get MADB, we need to solve matrix inequalities (9), (15) and (19). Usually, we select a positive $\mu$ such that (19) becomes an LMI. Select a larger $\mu$ so that LMIs (9), (15) may have a feasible solution, and then stepwise try to choose a smaller $\mu$ so as to relax Cond$_2$.

Remark 3.8. To check exponential stability of system (3) with LDP, the following steps are needed:

(I) Given $\alpha_1$, $\alpha_2$, $h_1$, $h_2$, $h_{23}$, $\mu$, and check whether LMIs (9), (15) and (19) have feasible solutions.

(II) If (I) holds, choose $\alpha^* \in (0, \alpha_1)$ to calculate the bound of length rate, $\frac{\alpha_1-\alpha^*}{\alpha_2+\alpha^*}$.

(III) Choose $\alpha \in (0, \alpha^*)$, and then calculate the bound of frequency: $\frac{\alpha}{\ln(\mu^2 \mu)}$.

(IV) Based on (II) and (III), if switching signal satisfies Cond$_1$ and Cond$_2$, then system (3) is exponentially stable. The allowed $T^s(p_k,p_{k+1})$ in each interval $[p_k,p_{k+1})$ is given as (30).

4. Examples.

Example 4.1. [13]. In this section, we use two examples to show the benefits of our result. Consider system (1) with

$$A = \begin{bmatrix} -2 & 0 \\ 0 & -0.9 \end{bmatrix}, \quad A_d = \begin{bmatrix} -1 & 0 \\ -1 & -1 \end{bmatrix}. $$

According to Remark 3.8, the following steps are needed:

(I) Given $h_1 = 0$, $h_2 = 1.6$, $\alpha_1 = 0.14$, $\alpha_2 = 0.3$, $h_{23} = 8.4$, $\mu = 5$ and $d = 0.5$, it is found that LMIs (9), (15) and (19) have feasible solutions;

(II) Given $\alpha^* = 0.082 < \alpha_1$, it holds that $\frac{T^s(p_k,p_{k+1})}{T^s(p_k,p_{k+1})} \leq 0.1518$ according to Cond$_1$;

(III) Given $\alpha = 0.08 < \alpha^*$, it holds that $F_f(p_k,p_{k+1}) \leq \frac{\alpha}{\ln(\mu^2 \mu)} = 0.0105$ according to Cond$_2$;

(IV) Thus, if $\frac{T^s(p_k,p_{k+1})}{T^s(p_k,p_{k+1})} \leq 0.1518$ and $F_f(p_k,p_{k+1}) \leq 0.0105$ for switching signal $\sigma(t)$, the considered system is exponentially stable.

For the case of $0 \leq d_1(t) \leq 1.6$ and $d = 0.5$, the bounds of $\frac{T^s(p_k,p_{k+1})}{T^s(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$, and MADB under different $d_2(t)$ can be seen in Table 2. Without considering the case of LDP, MADB $h_2$ obtained by using different methods for $h_1 = 0$ and for different $d$ can be seen in Table 1. Comparing Table 1 and Table 2, it can be seen that for LDP occurring within a certain frequency, the method proposed in this paper can provide a much larger MADB compared with existing methods. It is also noticed that with MADB increasing, the bounds of $\frac{T^s(p_k,p_{k+1})}{T^s(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$ decrease. For different $d_2(t)$ and different $d$, the bounds of $\frac{T^s(p_k,p_{k+1})}{T^s(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$, and MADB with $0 \leq d_1(t) \leq 1$, can be seen in Table 3. It is obvious that the MADB provided in Table 3 are also much larger than those in Table 1.

Example 4.2. Consider system (1) with

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -2 \end{bmatrix}, \quad A_d = \begin{bmatrix} 0 & 0 \\ -1 & 1 \end{bmatrix}. $$
LDP can be to still ensure that the system is exponentially stable. Such a system with frequency of LDP. It is clearly shown that the method in this paper can deal with the case of unknown $d$ for unknown $d$ can be as high as $5$ for different methods reported in the literature cannot.

For the case of $0.3 \leq d_1(t) \leq 0.6$, the bounds of $T^+(p_k,p_{k+1})$ and $F_f(p_k,p_{k+1})$, and MADB for unknown $d$ and different $d_2(t)$ can be seen in Table 4. It is worth noting that MADB obtained in [14] and [13] are 0.91 and 0.94, respectively, while in the method proposed in this paper it can be as high as 5.7 under a certain restriction in the length rate and the frequency of LDP. It is clearly shown that the method in this paper can deal with the case of LDP effectively while existing methods reported in the literature cannot.

<table>
<thead>
<tr>
<th>Methods</th>
<th>[2, 4, 11],</th>
<th>[14]</th>
<th>[13]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MADB for $d = 0.5$</td>
<td>2.0</td>
<td>–</td>
<td>2.04</td>
</tr>
<tr>
<td>MADB for $d = 0.9$</td>
<td>1.18</td>
<td>–</td>
<td>1.37</td>
</tr>
<tr>
<td>MADB for unknown $d$</td>
<td>0.99</td>
<td>1.01</td>
<td>1.34</td>
</tr>
</tbody>
</table>

Table 2. The bounds of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$, and MADB under different $d_2(t)$ with $0 \leq d_1(t) \leq 1.6$ and $d = 0.5$ (Example 4.1)

<table>
<thead>
<tr>
<th>$d_2(t)$</th>
<th>$1.6 \leq d_2(t) \leq 10$</th>
<th>$1.6 \leq d_2(t) \leq 24$</th>
<th>$1.6 \leq d_2(t) \leq 37$</th>
</tr>
</thead>
<tbody>
<tr>
<td>the bound of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$</td>
<td>0.1518</td>
<td>0.1408</td>
<td>0.1374</td>
</tr>
<tr>
<td>the bound of $F_f(p_k,p_{k+1})$</td>
<td>0.0105</td>
<td>0.0055</td>
<td>0.0038</td>
</tr>
<tr>
<td>MADB</td>
<td>10</td>
<td>24</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 3. The bounds of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$, and MADBs under different $d_2(t)$ and $d$ for $0 \leq d_1(t) \leq 1.6$ (Example 4.1)

<table>
<thead>
<tr>
<th>$d$</th>
<th>$d = 0.9$</th>
<th>$d$ is unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_2(t)$</td>
<td>$1 \leq d_2(t) \leq 14$</td>
<td>$1 \leq d_2(t) \leq 6$</td>
</tr>
<tr>
<td>the bound of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$</td>
<td>0.1567</td>
<td>0.2126</td>
</tr>
<tr>
<td>the bound of $F_f(p_k,p_{k+1})$</td>
<td>0.0118</td>
<td>0.0298</td>
</tr>
<tr>
<td>MADB</td>
<td>14</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4. The bounds of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$ and MADB for $0.3 \leq d_1(t) \leq 0.6$ and unknown $d$ (Example 4.2)

<table>
<thead>
<tr>
<th>$d_2(t)$</th>
<th>$0.6 &lt; d(t) \leq 1.2$</th>
<th>$0.6 &lt; d(t) \leq 4.1$</th>
<th>$0.6 &lt; d(t) \leq 5.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>the bound of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$</td>
<td>0.0638</td>
<td>0.0508</td>
<td>0.0376</td>
</tr>
<tr>
<td>the bound of $F_f(p_k,p_{k+1})$</td>
<td>0.0503</td>
<td>0.0172</td>
<td>0.0108</td>
</tr>
<tr>
<td>MADB</td>
<td>1.2</td>
<td>4.1</td>
<td>5.7</td>
</tr>
</tbody>
</table>

For the case of $0.3 \leq d_1(t) \leq 0.6$, the bounds of $\frac{T^+(p_k,p_{k+1})}{T^-(p_k,p_{k+1})}$ and $F_f(p_k,p_{k+1})$, and MADB for unknown $d$ and different $d_2(t)$ can be seen in Table 4. It is worth noting that MADB obtained in [14] and [13] are 0.91 and 0.94, respectively, while in the method proposed in this paper it can be as high as 5.7 under a certain restriction in the length rate and the frequency of LDP. It is clearly shown that the method in this paper can deal with the case of LDP effectively while existing methods reported in the literature cannot.

5. Conclusions. This paper has considered exponential stability problem for a class of time-varying delay systems with LDP. It has addressed how long and how frequent the LDP can be to still ensure that the system is exponentially stable. Such a system with
LDP has been firstly modeled as a switched delay system, which may include an unstable subsystem caused by large delay bound. Based on a novel piecewise Lyapunov functional, exponential stability of the considered system is guaranteed under the restriction of frequency and length rate of LDP. We also have shown in the theory that the obtained result contains existing ones without considering LDP as a special case. Two examples have been given to show the effectiveness of the proposed method.
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