DIGITAL COMMUNICATION USING A NOVEL COMBINATION OF CHAOTIC SHIFT KEYING AND DUFFING OSCILLATORS
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ABSTRACT. In this paper, an improved technique for constructing Chaotic Shift Keying (CSK) for transmitting digital signals is introduced. In contrast to the classical methods where only two chaotic attractors, representing logic 0 and logic 1 are used to build CSK, the proposed system allows the chaotic transmitted signal to alternate among four different chaotic attractors. In addition, the transmitter parameters are used to implement a novel XOR-based encryption function to scramble the secret message. This has the effect of effectively hiding the secret message and providing better security and privacy against intruders’ attacks to the public communication channel. The parameters of the transmitter are assumed unknown, and are estimated at the receiver side to accomplish two tasks. The first one is to complete the synchronization process, while the second one is to decrypt the secret message using the duality property of the XOR-based digital function. A Duffing oscillator with smooth cubic nonlinearity is used to build the proposed system, where both synchronization and parameters estimation are carried out using an adaptive Lyapunov-based control approach. Simulation results are provided to illustrate the performance in both time and frequency domains using a single time series. Finally, recommendations for improving the performance are provided via discussing tuning of the control parameters and suggesting different ways to meet hardware constraints when transmitting real-time signals.
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1. Introduction. Recently, and since the pioneer work of chaos synchronization [1], chaos-based secure communication systems have evolved in plenty of forms using different techniques to achieve synchronization between the transmitter and the receiver [2], while identifying the unknown parameters of the transmitter. This is mainly due to two reasons: first, is that chaotic signals, although deterministic, have power spectra that resemble white noise, and consequently can be used to hide secret messages; second, the drive-response synchronization technique has a structure that typically mimics the transmitter-receiver mechanism of communication systems [3]. Classical communication techniques, e.g., amplitude modulation (AM), frequency modulation (FM) and phase modulation (PM), depend on allowing the transmitted signal to directly influence the amplitude, frequency, or phase of a carrier signal that has more power and different dominant frequency. Analogous to that, previous work on chaos-based secure communication systems replaced the carrier with a chaotic signal that is either modulated directly by the transmitted signal, or simply added to it. This was known as chaotic modulation and additive masking respectively. Two more famous techniques, known as chaotic shift keying and chaotic switching, aimed at transmitting digital signals, used different chaotic
trajectories to correspond to the two binary levels of the data. The different chaotic trajectories can be generated from the same system via changing the parameters, or utilizing two completely different chaotic systems. Examples for these different methods can be found in [4-8], while a comparison between them, along with comments regarding the efficient utilization of the public communication channel can be found in [2].

Recently, remarkable works in chaos and its applications in secure communication can be found in the *International Journal of Innovative Computing, Information and Control, and Innovative Computing, Information and Control Express Letters* that are highlighted in the references herein.

Lately, significant research in cryptanalysis was done to break the security and privacy of chaos-based communication systems. This initiated the need for having more robust techniques that use cryptography [9]. Different methods for performing encryption and decryption at the transmitter and the receiver, respectively, were used such that the message is scrambled using a combination of the transmitter states and/or parameters. In addition, this new generation of chaotic cryptosystems used different degrees of complexity via incorporating both time-invariant and time-variant ciphers in both symmetric and asymmetric ways [10].

Chaotic Shift Keying (CSK) is one of the early methods used for transmitting digital signals over public channels [11]. This method received a lot of attention since the successful work in [1,3] to synchronize chaotic systems using drive-response techniques that are quite similar to the transmitter-receiver structure in communication systems. CSK was developed such that the transmitter is made to alternate between two different chaotic attractors, implemented via changing the parameters of the chaotic system, based on whether the secret message corresponds to either of its two binary states [12]. Regarding implementation, either in analog or digital hardware, reconstructing the secret message can be efficiently done using a two-stage process consisting of low-pass filtering followed by thresholding [13]. This method was known to suffer from poor security, especially if the two attractors at the transmitter side are widely separated [14]. However, compared with other generations of chaos-based secure communication systems, it proved more robust in terms of handling noise and parameters mismatch between the transmitter and the receiver, as it was only required to extract binary information [15]. Many techniques for constructing CSK were established, starting from the early work in [4], using both continuous and discrete systems. Differential chaos shift keying (DCSK), chaotic cyclic attractors shift keying (CCASK), binary phase shift keying (BPSK), quadrature phase shift keying (QPSK), and quadrature chaos shift keying (QCSK) are variants of the classical CSK method that are developed with the aim of having better noise rejection and increased data transmission rates [16-24].

Cryptography was used to improve the robustness of chaos-based secure communication systems via introducing complex nonlinear encryption functions and inserting ciphers during the encryption process [9,25-28]. In this paper, a novel combination for cryptography is used, which relies on the well-known XOR digital function, and an adaptive control technique that can synchronize the transmitter and the receiver, while identifying the unknown parameters of the transmitter. It is demonstrated that the proposed technique produces unbiased estimates of the transmitter parameters; hence, the decryption function is assured to faithfully reconstruct the secret message using the dual property of the XOR function. Two parameters of the transmitter are used to construct the encrypted message. Thus, the deficiency of using the trivial XOR-based cryptography is resolved, while maintaining the simplicity of the implementation. Simulation results prove that the proposed system is resilient to cryptanalysis using return map attacks, in addition
to frequency domain filtration techniques. The complete design process is thoroughly explained in Section 4.

Deciding on the structure of the chaotic system is usually the first step in designing a secure communication system. Implementation issues, nature of the signal to be transmitted, noise levels, and hardware constraints are the most important key factors in this step. The Lorenz, Rössler, and Chen systems are examples of autonomous systems that can be used in either chaotic or hyperchaotic ways to implement the suggested technique [29]. However, in this paper, a simple nonautonomous Duffing oscillator is used [30], for which four sets of its parameters are carefully chosen to generate four different chaotic attractors that are used to robustly hide the secret message to be transmitted.

**Motivation:** Currently reported research in the field of secure communication of digital signals, which relied on chaotic shift keying, made use of only two chaotic attractors for implementation. This made them vulnerable to return map attacks and simple frequency-based filtration techniques. In addition, they mostly relied on autonomous chaotic systems with variable degrees of complexity that, sometimes, employed some form of cryptography to improve the robustness of the system. This had the drawback of complicating the design process as well as resulting in a high-dimensional closed loop system. In this paper, these deficiencies are eliminated via diffusing the secret digital message in four chaotic attractors, while using a novel cryptography approach that relies on an XOR-based function that depends on time-varying parameters with nominal frequencies that overlap with both the nominal frequencies of the chaotic system and the transmitted message. In addition, replacing traditional autonomous chaotic systems with a nonautonomous Duffing oscillator is utilized to simplify the design and improve its real-time characteristics.

The rest of the paper is organized as follows. Section 2 describes the dynamics of the chaotic Duffing oscillator. Building the state observers and the parameters update laws for constructing a drive-response system is illustrated in Section 3. Section 4 proposes a secure communication system to transmit digital signals over public channels using a single time series and an XOR-based cryptosystem. Simulation results are provided for digital signals having different bandwidths, followed by a discussion in Section 5 that highlights the advantages of the proposed system and some recommendations for improving its performance.

2. **The Duffing Oscillator.** Uncontrolled Duffing oscillators can exhibit different responses, e.g., sustained single period oscillations, multiple-period oscillations, and chaos [31], depending on the structure of the nonlinearity and how the external excitation is included in the dynamics. It may even exhibit bursting oscillations with different waveforms under certain external forcing conditions [32]. The Duffing equation was first introduced by the German engineer Georg Duffing in 1918 and since then, a tremendous amount of work was developed to solve it both analytically and numerically. Since 1970s, it became very popular in chaos-related research to investigate many physical systems in both science and engineering [33]. The Duffing equation has many different forms that represent nonlinear damping [34], along with other forms of strange nonlinearities [35]. The Duffing equation describes forces, acting in a dynamical system, that are governed by the gradient of some potential that can exhibit different forms, e.g., single or double well, with typical applications in physics, electronics, biology, neurology, and many other disciplines. Different synchronization and control methods for the Duffing oscillator, along with both numerical and experimental investigations can be found in [36-41]. In this paper, the model described in [42] is used, for which the dynamics are given by:

$$\ddot{y} + \gamma \dot{y} - y + y^3 = A \cos \omega t \quad (1)$$
where $\gamma$ and $A$ are two positive constants that represent the damping coefficient and the amplitude of the external forcing function, respectively, while $\omega = 2\pi f$ is the frequency of the external forcing function in rad/s. Equation (1) describes a nonautonomous nonlinear second order system with smooth cubic nonlinearity that can exhibit a variety of different responses ranging from a single steady oscillation, multi-period oscillation, to chaos, depending on the values of both $\gamma$ and $A$, for a given value of $\omega$. Using state space analysis, the Duffing system, in Equation (1), can be cast in the form:

$$\begin{align*}
x_1 &= y \\
x_2 &= \dot{y} = x_2 \\
\dot{x}_1 &= \dot{y} = -\gamma x_2 + x_1 - x_1^3 + A \cos \omega t
\end{align*}$$

where $x_1$ and $x_2$ are the two states of the system. Figures 1 and 2 illustrate the chaotic performance of the system when $\omega = 1$, $\gamma = 0.1$, $A = 10$, and using zero initial conditions for both $x_1$ and $x_2$.

For practical implementation of the proposed synchronization scheme, only $x_1$ is assumed available for both measurement and feedback. This will also ensure better utilization of the public communication channel. Because of the special structure of the Duffing oscillator, illustrated in Equation (2), using a single time series is not a limiting factor in the proposed design, as $x_2$ can be easily generated from $x_1$.

3. **Design of the Drive-Response System.** In practice, two identical chaotic systems can never produce the same output due to their sensitivity to initial conditions [43]. Thus,

**Figure 1.** Chaotic response of the system for $\omega = 1$, $\gamma = 0.1$ and $A = 10$

**Figure 2.** The phase plane of the system, illustrating the main chaotic attractor
synchronizing both the transmitter and the receiver should be carried out as a first step when designing chaos-based secure communication systems. When both the transmitter and the receiver have identical structure, a one-way coupling process can be implemented such that the receiver, driven by the transmitter, would follow the transmitter. This drive-response mechanism has a structure that is quite similar to state observers, where the observation errors are forced to zero via forcing the Lyapunov exponents of the receiver to be negative. Depending on the availability of transmitter states, both full and reduced order observation can be utilized.

Identifying unknown/uncertain parameters of the chaotic system is usually achieved via building parameters update laws for which the degree of complexity depends crucially on many factors; among them the structure and type of nonlinearity of the system at hand, complete or partial availability of the states for direct measurement, and the nature of the application. Different techniques were reported in the literature that rely, some way or another, on the use of local Lyapunov functions to establish the stability and convergence of the parameters identification system [44].

Assuming that both $\gamma$ and $A$ are unknown and that only the time series for $x_1$ is available for measurement, the following dynamics for the response system can be introduced:

$$\begin{align*}
\dot{x}_1 &= \dot{x}_2 - \mu_1(x_1 - x_1) \\
\dot{x}_2 &= -\gamma \dot{x}_2 + x_1 - x_1^2 + \hat{A} \cos \omega t - \mu_2(x_1 - x_1) \\
\dot{\gamma} &= f_\gamma(x_1, \dot{x}_1, \dot{x}_2, t) \\
\dot{A} &= f_A(x_1, \dot{x}_1, \dot{x}_2, t)
\end{align*}$$

(3)

where $\mu_1$ and $\mu_2$ are the feedback gains of the introduced controllers, and both $f_\gamma$ and $f_A$ are nonlinear parameter update laws for $\gamma$ and $A$ respectively. The response system is shown to have a structure that is quite similar to the drive system, given by Equation (2), except for augmenting two control signals, in the state equations of the observed states, as well as having two parameter update laws. The goal is to guarantee that the controllers are noninvasive and that the parameter update laws will provide unbiased estimates for both $\gamma$ and $A$. If this goal is achieved, the synchronization process is successful and both the drive system (transmitter) and the response system (receiver) will have identical responses, regardless of the mismatch in the initial conditions of their states and parameters. In addition, in order to have a satisfactory performance, there should be a way to maximize the convergence rate of the parameters update laws and to reduce the time needed to achieve synchronization between the transmitter and the receiver. This should be the role of both $\mu_1$ and $\mu_2$, and any additional control parameters, if needed. To start the design process, the following error functions for both the states and the parameters are introduced:

$$e_1 = \dot{x}_1 - x_1, \ e_2 = \dot{x}_2 - x_2, \ e_\gamma = \dot{\gamma} - \gamma, \ e_A = \dot{A} - A$$

(4)

from which Equation (5) can be deduced:

$$\begin{align*}
\dot{e}_1 &= e_2 - u_1, \ \dot{e}_2 &= -\gamma \dot{x}_2 + \gamma x_2 + e_A \cos \omega t - u_2, \ \dot{e}_\gamma &= \dot{\gamma}, \ \dot{e}_A &= \dot{A}
\end{align*}$$

(5)

where $u_1 = \mu_1 e_1$ and $u_2 = \mu_2 e_2$ are assumed to be the controllers. Now, the following simple Lyapunov function is introduced:

$$L = 0.5(k_1 e_1^2 + k_2 e_2^2 + k_\gamma e_\gamma^2 + k_A e_A^2)$$

(6)

where $k_1$, $k_2$, $k_\gamma$, and $k_A$ are positive constants that can be used as auxiliary tuning gains for designing both the parameters update laws and the feedback gains of the controller.
Differentiating Equation (6) results in:

\[
\dot{L} = k_1 e_1 \dot{e}_1 + k_2 e_2 \dot{e}_2 + k_3 e_2 \dot{e}_3 + k_{AE} e_A \dot{e}_A \\
= k_1 (e_1 e_2 - \mu_1 e_1^2) + k_2 (-\dot{\gamma} \ddot{x}_2 e_2 + \gamma x_2 e_2 + e_A e_2 \cos \omega t - \mu_2 e_1 e_2) \\
+ k_3 e_2 \dot{e}_3 + k_{AE} e_A \dot{e}_A \\
geq -\mu_1 k_1 e_1^2 + e_1 e_2 (k_1 - \mu_2 k_2) - k_2 [(\dot{\gamma} \ddot{x}_2 e_2 - \gamma \ddot{x}_2 e_2) + (\gamma \ddot{x}_2 e_2 - \gamma x_2 e_2)] \\
+ k_2 e_A e_2 \cos \omega t + k_3 e_2 \dot{e}_3 + k_{AE} e_A \dot{e}_A \\
geq -\mu_1 k_1 e_1^2 + e_1 e_2 (k_1 - \mu_2 k_2) - \gamma k_2 e_2^2 - k_2 \ddot{x}_2 e_2 e_\gamma + k_2 e_A e_2 \cos \omega t \\
+ k_3 e_2 \dot{e}_3 + k_{AE} e_A \dot{e}_A \\
= -[\mu_1 k_1 e_1^2 - e_1 e_2 (k_1 - \mu_2 k_2) + \gamma k_2 e_2^2] + e_\gamma (k_1 \dot{\gamma} - k_2 \ddot{x}_2 e_2) \\
+ e_A (k_2 e_A + k_2 e_2 \cos \omega t)
\]

which can be simplified via the following choice of the parameters update laws:

\[
\dot{\gamma} = f_\gamma (x_1, \dot{x}_1, \ddot{x}_2, t) = k_2 \dddot{x}_2 (\ddot{x}_2 - \dot{x}_1)/k_\gamma \\
\dot{A} = f_A (x_1, \dot{x}_1, \ddot{x}_2, t) = -k_2 (\ddot{x}_2 - \dot{x}_1) \cos \omega t/k_A 
\]

where it is seen that \(k_2\) can be absorbed in both \(k_\gamma\) and \(k_A\), which are used as control gains to adjust the speed of convergence of the parameters update laws. Thus, without loss of generality, assuming \(k_2 = 1\) can further simplify the design process. Equation (7) now reduces to:

\[
\dot{L} = -[\mu_1 k_1 e_1^2 - e_1 e_2 (k_1 - \mu_2 k_2) + \gamma k_2 e_2^2] 
\]

(9)

There exist a wide range of values for the control parameters \(\mu_1\) and \(\mu_2\) such that Equation (9) can be made negative definite; thus, ensuring asymptotic stability of the receiver dynamics. This adds more versatility to the tuning process that is required during the design of the control part in Equation (3). One possible choice is forcing Equation (9) to represent a perfect square function; thus, solving for \(\mu_1\) in terms of \(\mu_2\) results in:

\[
\mu_1 > \frac{(k_1 - \mu_2 k_2)^2}{4k_1 k_2 \gamma_{min}} \Rightarrow \dot{L} \leq -\left(\sqrt{\mu_1 k_1 e_1} \pm \sqrt{\gamma k_2 e_2}\right)^2 
\]

(10)

where \(\gamma_{min}\) is the minimum expected value of \(\gamma\).

To illustrate the performance of the proposed technique, the following gains were chosen throughout the paper: \(k_1 = 12.5, k_2 = 1, \mu_1 = 5, \mu_2 = 10, k_\gamma = 10, \) and \(k_A = 0.25\). These specific values were chosen to satisfy the constraint given in Equation (10), assuming \(\gamma_{min} = 0.05\), and to ensure fast convergence of the parameter update laws without overdriving the control signals. The initial values for \(x_1, x_2, \dot{x}_1, \ddot{x}_2, \dot{\gamma},\) and \(\dot{A}\) were assumed 0, 0, 1, 1, 0, and 0 respectively. Figure 3 shows the observation errors for the system states, \(x_1\) and \(x_2\) in (a) and (b) respectively, illustrating identical synchronization between the transmitter and the receiver with a settling time that is almost equivalent to the period of the forcing excitation. The performance of the estimated parameters is shown in Figure 4, illustrating the very important result of having unbiased values. This will prove crucial, when proposing the novel secure communication technique, in Section 4. Despite the coupling between synchronization and parameters estimation, the estimated parameters settled down almost immediately after synchronization is achieved.

Figure 5 shows the control signals used to implement the proposed system. Both control signals are noninvasive as the observation error for \(x_1\) decays to zero. The maximum control effort should be taken into consideration when choosing both \(\mu_1\) and \(\mu_2\) to meet
any real-time constraints when realizing the proposed system in either analog or digital hardware. Introducing any additional nonlinearity caused by saturation of the control signal can drive the system into instability as Equations (8)-(10) will be no longer valid. The Lyapunov function, $L$, and its derivative, given by Equations (9) and (10) are shown in Figure 6.

![Figure 3](image1)

**Figure 3.** The synchronization errors for $x_1$ and $x_2$, in (a) in (b) respectively

![Figure 4](image2)

**Figure 4.** Unbiased estimates of the parameters $\gamma$ and $A$, in (a) and (b) respectively
The control signals, used in Equation (3), require access to $\hat{x}_1$ in order to construct $e_1$. Thus, it was required to use a full state observer to build the response system. Examining Equation (9) shows that setting $k_1$, $\mu_1$, and $\mu_2$ to zero, regardless of the value of $k_2$, can greatly simplify the design process as there are fewer gains to tune. This simplicity resulting from using a reduced-order state observer will be on the expense of having less control on the convergence rate of the synchronization errors and increasing the coupling effects in Equation (3).

4. The Proposed Secure Communication System. The nominal frequency of the chaotic Duffing oscillator is governed by its external excitation. The simulation results of the drive-response system, designed in the previous section, show that synchronization, as well as parameters estimation, are achieved within a time frame that is proportional to the nominal frequency of the original Duffing oscillator. To accommodate the transmission of signals with different nominal frequencies and bandwidths, the following modified version of the original chaotic Duffing oscillator is used:

$$
\begin{align*}
\frac{1}{T} \dot{x}_1 &= x_2 \\
\frac{1}{T} \dot{x}_2 &= -\gamma x_2 + x_1 - x_1^3 + A \cos \omega \frac{t}{T} \\
\frac{1}{T} \dot{\hat{x}}_1 &= \hat{x}_2 - \mu_1 (\hat{x}_1 - x_1) \\
\frac{1}{T} \dot{\hat{x}}_2 &= -\gamma \hat{x}_2 + x_1 - x_1^3 + \hat{A} \cos \omega \frac{t}{T} - \mu_2 (\hat{x}_1 - x_1) \\
\frac{1}{T} \dot{\gamma} &= k_2 \hat{x}_2 \left( \hat{x}_2 - \frac{1}{T} \dot{x}_1 \right) / k_\gamma \\
\frac{1}{T} \dot{\hat{A}} &= -k_2 \left( \hat{x}_2 - \frac{1}{T} \dot{x}_1 \right) \cos \omega t / k_A
\end{align*}
$$

(11)
where $T$ is a time scaling factor that is used to adjust the fundamental period of the chaotic attractor of the original Duffing oscillator. Assuming the existence of different sets of values, for the Duffing oscillator parameters, that can generate chaos, as illustrated by the dotted region in Figure 7, four different points can be chosen such that chaotic performance is maintained for a given range of the system parameters. The two different sets for both $\gamma$ and $A$ corresponding to $\{0.1, 10\}$ and $\{0.05, 5\}$ satisfy such requirement. This was verified via inspecting the phase plane of each sub-system, in addition to calculating its corresponding Lyapunov exponents.

The dual property of the XOR function made it a typical candidate for performing simple cryptography for digital communication. A secret message can be XORed with a cipher at the transmitter (TX) to produce an encrypted signal. At the receiver side (RX), decryption can be easily performed via XORing the received signal with the same cipher. However, breaking the security of such systems, even for long ciphers, is a very simple process using current technology. In this section, a novel cryptography-based secure communication system is proposed such that two ciphers are used in the encryption process. The following functions are introduced at TX:

$$\gamma = 0.05[1 + P(t)]$$
$$Q(t) = P(t) \oplus m(t)$$
$$A = 5.0[1 + Q(t)]$$

(12)

where $m(t)$ is the secret message, $P(t)$ is the first cipher that is only known to the sender, and $Q(t)$ is generated via XORing both $P(t)$ and $m(t)$. Both $P(t)$ and $Q(t)$ are used to alternate the values of both $\gamma$ and $A$ between the two chosen sets that correspond to four different chaotic attractors. Assuming that only $x_1$ is available for transmission in the public channel, and using the procedure outlined in Section 3, the recipient can synchronize RX with TX and estimate both the values of $P(t)$ and $Q(t)$ to reconstruct the original message, using Equation (13):

$$\hat{P}(t) = 20\hat{\gamma}_{ss} - 1$$
$$\hat{Q}(t) = 0.2\hat{A}_{ss} - 1$$
$$\hat{m}(t) = \hat{P}(t) \oplus \hat{Q}(t)$$

(13)

where the subscript “ss” stands for steady state. Thus, allowing for a short delay such that the parameters update laws settle down to their final values, after achieving synchronization, is required in order not to introduce wrong patterns for the reconstructed bits (binary values). Consequently, the pulse width for each bit should be much more than the settling time of the parameter update laws. Efficient utilization of the public communication channel is assured because the transmitted signal, $x_1$, is the only required signal to establish both synchronization and encryption. Traditional CSK algorithms alternate...
between only two chaotic attractors, which make them vulnerable to return-map attacks [11]. The proposed technique does not suffer from this deficiency as illustrated in Figure 8 as the attacker cannot find two distinct trajectories for the two binary states of the signal; instead, a diffused pattern is obtained.

To exemplify the proposed technique, the transmission of \( m = 'Z' \), corresponding to an ASCII code of 90, using \( P = 200 \) and consequently \( Q = 146 \), is illustrated. Based on Equation (11), the time scaling factor, \( T \), is set to 1000, and the pulse width for each transmitted bit is set to 40 ms, which is about four times the settling time of both the synchronization and parameter identification processes, shown in Figures 3 and 4. This allows enough time for the transient response to die out; hence, ensuring a satisfactory performance.

Figure 9 shows the identification of both \( \gamma \) and \( A \), in (a) and (b) respectively, governed by Equations (11)-(13). The response of the parameter update law for \( \gamma \) is shown to exhibit large overshoot due to using \( k_{\gamma} = 10 \). Decreasing the value of \( k_{\gamma} \) was found to increase the settling time for \( \hat{\gamma} \), while having minor effect of the overshoot. This
behaviour is due to the nonlinear structure of the Duffing oscillator and the three-way coupling between the synchronization mechanism, the parameter identification, and the control signals $u_1$ and $u_2$.

Figure 10 shows the reconstruction of $P$, $Q$, and $m$ in (a), (b), and (c) respectively, using the same control parameters and initial conditions in Section 3. A delay time of 20 ms was used for each bit.

Exchanging Figure 10 shows that each original bit occupies 40 ms. The reconstructed signals are obtained via masking each bit of the response of Figure 9 after rescaling it using Equation (13) with 2 bits, each having 20 ms pulse width. The most significant bit of the 2-bit mask is 0, while the least significant bit is equal to the steady state value of the cipher to be identified. Digitally ORing the two bits of the mask will result in the correct bit pattern for the reconstructed ciphers, and consequently the reconstructed secret message. This simple process is easy to implement and avoids introducing any additional delays caused by utilizing low pass filters and any glitches caused by the improper use of thresholders. The proposed technique allows inserting any number of start and/or stop bits. Two start bits and zero stop bits were used in running the simulation in Figure 10.
5. **Discussion.** The dynamics of the Duffing oscillator provide a rich environment for employing chaos in constructing secure communication systems. It is a typical example of nonautonomous systems that need to be excited by an external signal to produce chaos, in contrast to autonomous chaotic systems such as the Lorenz system. Its simple second order structure makes it easier to perform synchronization and parameters estimation, compared with autonomous systems that are at least third order, or fourth order, in the hyperchaotic case. It was demonstrated that using Lyapunov-based control methods, the system states and parameters could be identified using a single time series that corresponds to \( x_1 \). In this paper, the full-order state observer was used. However, the reduced version of the state observer could have been used as well, for which there is no guarantee that \( e_1 \), will decay to zero, and consequently no control signals can be used. This should not be considered as a deficiency as it is only required to force \( e_2 \) to zero to observe \( x_2 \), since observing \( x_1 \) is not required.

To ensure causality of the proposed design, meeting hardware constraints and maintaining real-time compatibility, certain rules should apply when tuning the control parameters of the proposed system. Proper values for the control gains should be chosen to ensure that the parameters update laws will settle down within, at most, 50% of the time period of the digital pulse that represents the binary sequence of \( m(t) \). The value of the time scaling factor, \( T \), should be chosen to ensure that the chaotic system is faster than \( m(t) \), i.e., the fundamental period of the chaotic attractor is much smaller than that of the transmitted message. Only time scaling was done in this paper; however, magnitude scaling to meet the maximum control effort, could have been done as well. The existence of the external excitation forcing function caused the system to be persistently excited. This condition allowed the response system to arrive at the correct, unbiased, values of the unknown system parameters, while achieving synchronization. Although it was required to find the optimum values for six control gains, the tuning effort was found to be moderate. Only linear feedback control was used in the design to simplify the analysis, although it was possible to add other forms of useful nonlinearities to improve the transient performance.

The proposed CSK method is considered novel as the system states were allowed to alternate among four chaotic attractors, and not between just two. This means that the proposed design is immune to return map attacks. The simple cryptography, based on the digital XOR function, was extended to include the two parameters of the transmitter. This proved to be robust, yet simple to implement. Other, more complicated, digital functions could have been used to perform the encryption, at the expense of increasing the decryption effort, e.g., \( P(t) \), instead of being constant, can be made a function of other ciphers that are only known to both the sender and the recipient. The rate at which the two parameters of the system are allowed to change is comparable to that of the bit rate of the secret message to be transmitted; thus, their power spectra are overlapping in the frequency domain and there is no way to only extract the secret message from the encrypted time series, \( x_1 \), using filtration technique. This is an added advantage to the proposed design.

The decay rate of the error signals for both synchronization and parameters estimation is demonstrated to be very fast and is considered superior, when compared with the work done in [1-3,6-8,25-27]. This was achieved via simple tuning of the introduced control parameters. In addition, the simple, but robust, XOR-based cryptography method is another advantage of the proposed system when compared with other cryptography-based techniques that were reported in [5,10]. Moreover, the proposed system relies on using identical synchronization, which makes the decryption function a simple dual for the encryption function; thus, simplifying the design while ensuring robustness. This is an
added advantage when compared with other methods that rely on using multiple chaotic systems, e.g., a Logistics Map, a 2-D Baker Map, and a 4-D hyperchaotic Map. The design effort, in this paper, in terms of mathematical computations and order of the augmented system is minimum and can be easily implemented in both analog and digital hardware. Compared with other nonlinear techniques, the proposed system is superior in terms of accuracy, speed of convergence, and the number of parameters to be tuned. The effect of noise is shown to be minimum due to the masking process, illustrated in Figure 10. Compared with the work done in [45], the effectiveness of the proposed system in handling digital signals is obvious, as simple signal preprocessing step that includes low-pass filtering and thresholding can cause any transients or unwanted artifacts in Figure 9 to be eliminated.

Although only digital signals were considered to exemplify the proposed secure communication system, other varieties could have been used to transmit analog signals. This can be achieved via changing the scheme used for both the encryption and decryption functions. Moreover, the proposed technique is not restricted to only ASCII-based text, and can be applied to securely transmit audio signals, images and video streams, with minimum impact on the design effort, via performing a preprocessing step to convert the multi-dimensional spatiotemporal information into a one-dimension vector, and reversing this step during the decryption process at the receiver side.
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