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ABSTRACT. To get an efficient Web services composition, QoS (Quality of Service) of composite service needs to be optimized during the dynamical generation of service flow. However, current Web services composition solutions are often not as real-time and adaptable as expected because dynamic obtaining and utilizing of QoS are not entirely realized. In this paper, a novel services composition framework is proposed. Three main works are done in this framework. 1) For QoS optimizing, an improved Hierarchical Reinforcement Learning method (HRL) is used to deal with the hierarchical architecture of Web services composition. 2) An extendible QoS model, the QoS value of which is obtained through learning process in the dynamical service execution, is founded. 3) Instead of pre-defined composite service in conventional methods, a Web service dynamical composing approach which is driven by business flow rules is proposed for real-time optimizing QoS. Finally, to confirm the effectiveness of our proposed method, a simulation of Web services composition is executed and its QoS is optimized by the proposed method.
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1. Introduction. Web service is component-based software entity which loosely couples and encapsulates discrete functions. Web services composition is a special composite Web service which is logically composed by Web services. Here, Web services invoke each other and generate composite service for offering a service function to users. The composite service performance can be evaluated with two aspects. One is functional evaluation. In this aspect, the service providing function should be completely matched with user’s request. The other is non-functional evaluation – Quality of Service (QoS). To satisfy users mostly, the QoS of composite services needs to be optimized during service flow dynamic generation. Actually, QoS is variable in the dynamic environment. With the increasing number of Web services being made available on the Internet, it is difficult to optimize QoS during the dynamic generation of services flow. To design a Web services composition system that can leverage, aggregate and make use of individual component’s QoS information to derive the optimal QoS of the composite service is still an ongoing research problem [1]. To real-timely obtain and utilize QoS, we proposed a novel intelligent
agent which can dynamically evaluate QoS, choose services, composite service. There are three key aspects of our work:

- An extensible QoS model for dynamic obtaining is proposed. The characteristic of QoS can be updated in time through monitoring the execution of service.
- An HRL method is adapted to QoS optimization. The hierarchical reward obtaining approach is offered by HRL according to hierarchical architecture of Web services composition.
- A Web services composition framework in which service flow is generated by rule constraints is proposed. In this framework, the service which has optimal QoS can freely be selected and composed while the services composition is executed. Therefore, it is realized that the services functional composition and QoS optimization combine together.

The rest of this paper is organized as follows. Section 2 introduces some related works. Section 3 states a novel QoS model. In Section 4, we describe a Web services composition framework in which services flow is generated by rule constraints. Section 5 illustrates a method of execution time optimization for Web services composition. In Section 6, we describe the multi-dimensional QoS optimization. Section 7 presents experimental results of using the proposed method. Finally, Section 8 summarizes the paper and discusses some directions for the future work.

2. Overview of Related Works. While this paper is mainly concerned with QoS optimization of Web services composition, we provide a concise review on it.

2.1. QoS optimization approaches for Web services composition. Because QoS is a major concern in the design and management of a composite service, QoS optimization algorithm has become one of focuses for Web services composition. Paper [3] presents a middleware platform which addresses an integer programming method of QoS optimization. Two selection approaches are described and compared: one based on local (task-level) selection of services, and the other based on global allocation of tasks to services. According to [10], the two different configuration methods for Web services composition are used. The reliability of Web services composition is optimized. For dynamically selecting services, Reinforcement Learning (RL) selection methods related to Web services can be found in several papers. Paper [5] focuses on the following issues: Web services composition models, such as Petri net or hype-graph, are established; the QoS of every transition (task) is learned; the exhaustive search method is used for searching the Web services composition model and calculating the QoS of every path; find the path according to the user’s requests. According to [11], the degree for exploration and exploitation of RL has been studied for obtaining appropriate exploration which suits to learn QoS of Web services. In these papers, the optimal service is selected by exhaustively searching. When composition steps and numbers of the same function services increase, the services composition states increase exponentially. Paper [7] mentioned an integration service selection of function to reduce the scale of problem, but did not show how to realize the integration. As the Web services functions are composed hierarchically, here we consider that QoS can be optimized hierarchically to decrease the number of composition states.

2.2. QoS obtaining method. The QoS models have widely been studied [3,6,7]. Liu et al. classify the QoS with generic quality criteria and business related criteria in [7]. The value of QoS is represented as matrix and is able to be set by users. There is a QoS registry to store every service’s QoS value. The user can read these QoS value for selecting services. In [3], QoS is modeled with execution price, execution duration, reputation, reliability, availability. In most of the current approaches, QoS information acquisition relies on services providers to advertise their QoS information or provide an interface to access
the QoS values, which is subject to manipulation of the providers. Obviously, services providers may not advertise their QoS information in a “neutral” manner, for example, execution duration, reliability [7]. QoS of Web service is dynamic, such as execution time which is decided by real-time execution environment. We support that the objective QoS value should be collected through active monitoring while a Web service is executed.

2.3. Dynamic composition of Web services. To optimize QoS for Web services composition, the QoS of every elementary service needs to be learned on line and the services composition flow needs to be dynamic changed for freely choosing services. The flow of the services composition needs to be dynamically generated. Because business service is expressed as web service, the services and business flows change frequently in the actual environment. This needs that services composition dynamically select services. However, current Web services composition development and management is mostly a manual activity that requires specific knowledge [8]. This may be applied to available standards, such as BPEL4WS (Business Process Execution Language for Web Services). Consequently, the services flow is pre-defined and difficulty evolves when it is executed. To realize QoS optimization, the efficient method for services flow dynamic generation is expected. According to [8], the dynamic services composition is controlled and managed by a rule which is abstracted from the Web services flow. A Colombo model is created in [9]. The service behaviors are recorded by “World State”. The composition is implemented by atomic operation changing the “World State”. The atomic operation is triggered by Proposition Dynamic Logic (PDL). However, these methods did not realize free services selection and composing during service execution. These papers have discussed some methods of services flow dynamical generation. However, the work of the optimal QoS services selection for Web services composition is limited in these papers.

3. The QoS Model for Web Service. Actually, with the ever increasing number of same function Web services being made available on the Internet, there is a need to distinguish them using a set of well-defined QoS criteria [3]. This is considered as the basic principle of QoS optimization. The pre-researches have proposed many quality criteria for measuring QoS of elementary services. It includes execution price, execution duration, security, reputation, reliability, availability, and so on [3,7]. In this section, we study the characteristic of these quality criteria and separate these into three kinds of qualities: execution time, execution cost and usability.

**Execution time:** The execution time (response time) of an elementary service has been studied [12]. The service execution time is dynamic and its distribution obeys an exponential distribution. The distribution function of execution time $T_{\text{service}}$ is expressed as:

$$F(T_{\text{service}}; \lambda) = \begin{cases} 1 - e^{-\lambda T_{\text{service}}}, & T_{\text{service}} > 0 \\ 0, & T_{\text{service}} \leq 0. \end{cases}$$ (1)

In this function, $\lambda$ is the execution rate of service.

**Execution cost:** The execution cost is the fee or price of an invoked service. Web service represents the business service, and execution price is different at the different time according to the business. For example, a hotel subscribing service may have several prices when it is used at different seasons. We express the execution cost as below function, here, $C_{\text{service}}$ is the execute cost of a service.

$$C_{\text{service}} = \begin{cases} c_1 \text{ at probability } p_1 \\ c_2 \text{ at probability } p_2 \\ \vdots \\ c_n \text{ at probability } p_n \end{cases}$$ (2)
where \( p_1 + p_2 + \ldots + p_n = 1 \).

**Usability:** The usability is a measure whether a service is correctly used [13]. This property includes reliability, availability, security, reputation, and so on. The probability that a request is correctly responded within maximum expected time is called reliability \( Q_r \). The probability that the service is accessible is called availability \( Q_a \). Security \( Q_s \) is the probability of service meeting the user’s security request. Reputation \( Q_{re} \) is a measure of service trustworthiness set by user. Furthermore, the usability can also be extended to other property of service which relates to whether the service being correctly used, such as integrity, interoperability, robustness. The probability of usability \( U_{service} \) can be calculated using probability addition function from \( P(Q_r), P(Q_a), P(Q_s), P(Q_{re}) \). When reliability, availability, security, and so on are monitored during the service execution, the usability can be calculated by Formula (3); here, \( U_{service} \) is the usability of a service.

\[
U_{service} = P(Q_r) + P(Q_a) + P(Q_s) + P(Q_{re}) - P(Q_r)P(Q_{re}) \\
- P(Q_a)P(Q_s) - P(Q_a)P(Q_{re}) - P(Q_s)P(Q_{re}) \\
+ P(Q_r)P(Q_a)P(Q_s) + P(Q_r)P(Q_a)P(Q_{re}) \\
+ P(Q_s)P(Q_a)P(Q_{re}) + P(Q_s)P(Q_a)P(Q_{re}) \\
+ P(Q_r)P(Q_a)P(Q_s)P(Q_{re})
\] (3)

The vector of QoS is defined by the following expression:

\[
Q_{(service)} = (T_{service}, C_{service}, U_{service}).
\] (4)

The method for computing the value of the quality criteria is not unique. Other computation methods can be designed to fit the needs of specific applications [7].

4. **Web Services Dynamic Composition and Its Petri Net Model.** In the process of Web service composition, there may be several services which have the same function and QoS of these services are dynamic. One service which has the best QoS needs to be selected. So, Web services composition flow cannot be pre-defined. Services need to be dynamically selected and composed. In order to realize dynamic services composing and services flow dynamic evolving, the business logics are translated into services composition rules. The services composition flow is generated by services composition rules. To formalize Web services composition flow, we introduce Petri net to model Web services composition.

4.1. **The Petri net model for Web services composition.** As a graphical and mathematical tool, Petri net can intuitively describe the flow logic of Web service [14]. We use stochastic high level Petri net (SHLPN) to visually describe services composition and represent some of services dependencies. A Web service task is represented as a transition of Petri net. The invoking relation is represented as the directional arc. Here, Tokens are colored and the color of Token represents data of service operation. It is available to change the color of Token by transition according to arc weight function. The execution ability of Web service is expressed by a transition velocity \( \lambda \). The arc which connects place to transition becomes a forbidden arc when the transition is unusable. Sequential, cyclic, alternative and parallel compositions are four typical compositions of Web service. Here, the four basic types of Web services compositions are modeled as shown in figures from Figure 1, where \( \bigcirc, \square, \rightarrow \) and \( \bullet \) represent place, transition, arc and Token, respectively [14].
4.2. Web services flow generation by rule driven. Web services composition expressed a business process and business process has its logic. The business flow can be abstracted and turned into composition rules. These rules drive the composition. The advantage of this framework is that it makes the definition, scheduling, construction and execution of services composition flexible and controllable, since composition elements can be combined in a plug and play manner by using composition rules. This makes it possible to generate a services composition when services are being executed. The changes of flow logic can be easily incorporated and effectuated through the redefinition of the appropriate composition rules [19]. Services which have different QoS can be freely selected and executed. This is different from pre-research on Web services flow generation. Conventionally, each elementary service is concrete service in Web services flow which is defined by BPEL4WS and cannot be changed when services composition is executing. The new services flow generation method is elaborated in the following.

1) The composition Flow Rule (FR). The business flow logic is translated into services composition rules. For example, travel booking services for a travel agent may include several sequential steps, such as accepting request, travel plan, several subscribing, insurance buying and paying. The subscribing service may have several parallel operations such as car subscribing, scenic-spot subscribing, hotel subscribing and itself is iterative for subscribing several different scenic-spots. The insurance service may also include several kinds of the same function services for user choosing. Suppose there are five types’ insurance services. The paying service used to be several alternative operations such as check paying, credit card or cash paying. We can abstract composition rules of the travel booking service and turn them into Flow Rule as below. Here, $\odot$, $\oplus$, $\diamond$, $\mu$ represent sequence, parallel, alternative, iteration composition respectively [15].

FR1: $\text{Travel\booking} = \text{Booking\accept} \odot \text{Travel\plan} \odot \text{Subscribe} \odot \text{Insurance} \odot \text{Pay}$ (5)

FR2: $\text{Subscribe} = \text{Scenic-spot\booking} \oplus \text{Car\booking} \oplus \text{Hotel\booking}$ (6)

FR3: $\text{Subscribe} = \mu \text{Subscribe}$ (7)

FR4: $\text{Insurance} = \text{Insurance}_1 \diamond \text{Insurance}_2 \diamond \text{Insurance}_3 \diamond \text{Insurance}_4 \diamond \text{Insurance}_5$ (8)

FR5: $\text{Pay} = \text{Pay\cash} \diamond \text{Pay\check} \diamond \text{Pay\credit}$ (9)
2) Web services reservoir. In rules of services composition, the services are abstract services \( S = \{ S_1, S_2, \ldots, S_n \} \). An abstract service is a non-executable service describing the core functionality in terms of operations, input, output, pre- and post-conditions. For each abstract service \( S_p \), a set of concrete services \( \{ S_{p1}, S_{p2}, \ldots, S_{pm} \} \) is available that implements the corresponding function of abstract service. Here, the concrete \( S_{pi} \) has a Web service’s Internet site. When a services composition needs the function of service \( S_p \), a service in \( S_{p1}, S_{p2}, \ldots, S_{pm} \) is invoked and accomplishes the service function. This reservoir can be constituted in a local UDDI.

4.3. The architecture of composition middleware. A middleware is constituted to realize dynamic generation of the Web services composition flow and optimizing the QoS of composite service. Architecture of the middleware is proposed in Figure 2. When the middleware receives a user invocation, this invocation is transferred as a set of abstract services according to flow rule. The concrete elementary services are selected using a selection algorithm to accomplish abstract services’ function. These concrete elementary services are found in services reservoir and their invocation messages are sent to the required IP addresses. When these elementary services are executed, their QoS and other characteristics are monitored and used to update the middleware. QoS optimization method used in the middleware will be stated in Sections 5 and 6.

When a new business process is developed, the process flow is transformed into composition rules and stored in the middleware. When a user sends an invocation to the middleware, it is hierarchically decomposed by the rules. Then, the services composition component, which may be elementary Web service or composite service, is selected and hierarchically composed. Here, we compose the travel booking service according to Formulae (5)-(9) and list the services composition Petri model in Figure 3. When the middleware receives the user’s request, for example, TravelBooking shown in Figure 3, it is decomposed into multiple sub-services according to FR1. The sub-services BookAccept, TravelPlan, Subscribe, Insurance and Pay, are decomposed again into their sub-services according to FR2-FR5 until every sub-service is an elementary service. The transition of Petri net also can be looked as a sub-Petri net for its function may be realized by a composite service [15]. For example, the subscribing sub-service is looked as a transition in Figure 3. This transition is a sub-Petri net which consists of several transitions and represents a composite service. After the Web services composition is executed, the middleware sends back user a result.

5. Optimization of Execution Time with Reinforcement Learning. In this section, an HRL method for execution time optimization will be elaborated. Firstly, the
method of HRL is introduced. Secondly, the reward computation method of Q-learning (a kind of reinforcement learning) for elementary service and composite service is proposed. Lastly, an optimization algorithm for execution time is given.

5.1. **Reinforcement learning and hierarchical reinforcement learning.** Reinforcement Learning (RL) is an important machine learning method. RL finds the optimal action policy through the environment state observation and iterative trial of available actions. RL has the low quality for requirement in the prior knowledge and is also a kind of online learning method for the real-time environment. This characteristic adapts to Web services composition optimization [16]. An RL agent senses the environment and takes actions. It receives numeric rewards and punishments from some reward functions. Positive payoffs are calculated as rewards and negative payoffs are punishments. According to a policy function, the agent learns to choose adaptive actions to maximize a long term sum or average of the future payoffs it will receive [17].

When the same functional services increase and composition scales grow, the complexity of optimization will potentially increase as “the curse of dimensionality” of states when RL is applied. To reduce the complexity of optimization, we adopt a hierarchical reinforcement learning (HRL) to the Web services composition because services composition has a hierarchical architecture. The key principle underlying HRL is to develop learning algorithms that do not need to learn policies from scratch, but instead reuse existing policies for simpler subtasks [20,21]. Subtasks form the basis of hierarchical specifications of action sequences because they can include other subtasks in their definitions. The subtasks’ value for RL is computed from its action sequences and the subtasks selection according to its value by RL.

5.2. **Learning and optimizing of execution time for elementary service.** In this paper, Q-learning, a kind of RL, is developed as HRL method. Because RL is based on Markov decision process (MDP), the relation of services composition and MDP is stated firstly.

1) The Markov decision process (MDP). The services composition process is an MDP. In services composition Petri net model, Petri net states set is looked as service states set $S$, and transition set is looked as action set $WS$. Here, a service’s pre-state and post-state are $s$ and $s'$ respectively. $R_{sw}$ is the reward when changing state $s$ to $s'$ using action $ws$ [18]. In Figure 4, when each place $P_1$, $P_2$, $P_3$ has a token respectively and other places do not have token, they are looked as state $s$, $s'$, $s''$. When Web services
composition is at state $s$ and $s$ is transferred to $s'$ state by service action $ws_1$, the reward value of $ws_1$ is $R_1^{ws_1}$.

2) The $Q$ value calculation in $Q$-learning. The service execution time is dynamic and it obeys exponential distribution. When a service action is selected and executed at $i$-times, the execution time $t_i$ is accumulated and the service execution rate parameter $\lambda$ of service execution time distribution can be evaluated. Now, if the total execution time of a service action is $n$, the execution time $t = (t_1, \ldots, t_n)$ is independent and the probability density is $\lambda^\text{n}\exp(-\lambda t)$. The likelihood function for $\lambda$ is:

$$L(\lambda) = \prod_{i=1}^{n} \lambda^\text{n}\exp(-\lambda t_i) = \lambda^\text{n}\exp\left(-\lambda \sum_{i=1}^{n} t_i\right) = \lambda^\text{n}\exp(-\lambda n\overline{t})$$

(10)

where $\overline{t} = \frac{1}{n} \sum_{i=1}^{n} t_i$. The derivative of the likelihood function’s logarithm is:

$$\frac{d}{d\lambda} \ln L(\lambda) = \frac{d}{d\lambda} \left( n \ln(\lambda) - \lambda n\overline{t} \right) = \frac{n}{\lambda} - n\overline{t} = 0$$

(11)

Consequently the maximum likelihood estimation for the rate parameter is:

$$\hat{\lambda} = \frac{1}{\overline{t}}$$

(12)

If a Web service action $ws$ is selected $n$ times and the execution changes its state $s$ to the next state $s'$, the reward of execution time is given by:

$$R^{ws} = \hat{\lambda} = \frac{1}{\overline{t}}$$

(13)

When the reward of service execution time is obtained, state-action value function $Q_i(s, ws)$ is updated with Formula (14).

$$Q_i(s, ws) \leftarrow Q_i(s, ws) + \alpha \left[ R^{ws} + \gamma \max_{ws'} Q_i(s', ws') - Q_i(s, ws) \right]$$

(14)

Here, $\alpha$ is a learning rate, $\gamma$ is a damping rate.

3) The policy of services selection. After reward is gotten, the service selection policy will be studied using these values. The simplest service selection rule is to select the service with the highest using these values, i.e., the service corresponding to the maximum $Q_i(s, ws)$. This service is called a greedy action. If a greedy action is selected, the learner (agent) exploits the current knowledge. If instead selecting one of the non-greedy actions, agent intends to explore to improve its policy. Exploitation is to do the right thing to maximize the expected reward on the one play; meanwhile, exploration may produce the greater total reward in the long run. Web service is executed in the dynamical environment. QoS of a service may be different among different executions. The QoS of a service needs to be grasped after long time learning [17]. A method using near-greedy selection rule called
\(\varepsilon\)-greedy method is used in Web services composition. Algorithm 1 shows how to realize elementary service selection using \(\varepsilon\)-greedy method of RL.

**Algorithm 1.** The Selection Algorithm for Elementary Web Service

Step 1. Initialization. When a service is executed at the first time, the \(Q_i(s, w)\) is set as an arbitrarily constant for every service has equivalent chance being executed;

Step 2. Repeat from i) to iii) for each same function service selection until the composition is finished.

i) The selection policy for the composite service is \(\varepsilon\)-greedy (\(\varepsilon\) is set according to execution environment by user, usually \(0 < \varepsilon \ll 1\));

A: Service with the biggest \(Q_i(s,w)\) is selected at probability \(1 - \varepsilon\);

B: Services is selected randomly at probability \(\varepsilon\);

ii) Execute the selected service.

iii) Update the \(Q_i(s, w)\) of the executed service according to (14).

5.3. **Optimization for execution time of composite services.** When a Web services composition is generated as mentioned in Section 4, there are several sub-services in a composite service. The composite service usually has a hierarchical architecture. The composite service in Figure 5 has two sub-services (service \(A\) and service \(B\)). How to choose one from \(A\) or \(B\)? In some pre-works, the exhaustive search is used. Here, a method which combines service function composition and QoS selections is proposed. The elementary service's QoS obtains through monitoring the service execution and the \(Q\) value of each elementary service is calculated. \(Q\) value for each composite sub-service, such as QoS of sub-service \(A\) in Figure 5, is calculated according to composite Flow Rule. These composite sub-services have four composition types. If these composite sub-services are composed by composite sub-service, the QoS and \(Q\) value of composite service is calculated hierarchically.

![Figure 5. The model of two composite sub-services selection](image)

In elementary service selection algorithm, the service execution rate \(\lambda\) is used as reward of RL. The reward of execution time for composite service is calculated as the following [12].

1) Sequential composition: If a composite service has \(N\) sequential sub-services and \(i\)-th sub-service has execution rate \(\lambda_i\), the composite service is looked as a service action and reward is calculated by (15).

\[
R_{\text{comp}}^i = \frac{1}{\sum_{i=1}^{N} \frac{1}{\lambda_i}} \tag{15}
\]

2) Parallel composition: If a composite service has \(N\) parallel sub-services and \(i\)-th sub-service has execution rate \(\lambda_i\), the composite service is looked as a service action and reward is calculated as (16).

\[
R_{\text{comp}}^i = \min(\lambda_1, \lambda_2, \cdots, \lambda_N) \tag{16}
\]
3) Alternative composition: If a composite service has \( N \) alternative sub-services and \( i \)-th sub-service has execution rate \( \lambda_i \), the composite service is looked as a service action. If the service is free selected, the select method is the same selection policy of RL and the reward is calculated as below.

\[
R_i^{ws} = \max(\lambda, \lambda_2, \cdots, \lambda_N)
\]  

(17)

4) Iterative composition: If a composite service is \( N \) times iteration of sub-services and service has execution rate \( \lambda \), the composite service is looked as a service action. If we unfold the cyclic process, the flow is \( N \) times service sequential execution. The reward is calculated as below.

\[
R_i^{ws} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda}
\]

(18)

After the \( R_i^{ws} \) of composite service is obtained, the action value can be updated using \( Q_i(s, ws) \leftarrow Q_i(s, ws) + \alpha \left[ R_i^{ws} + \gamma \max_{ws'} Q_i(s', ws') - Q_i(s, ws) \right] \) (Formula (14)). Here, \( ws' \) is a composite service action which is in same hierarchy with \( ws \). For example, in Figure 5, if sub-service \( A \) or \( B \) is looked as \( ws \), sub-service \( C \) is \( ws' \).

The algorithm of hierarchical services selection is given in Algorithm 2.

**Algorithm 2.** The Hierarchical Selection Algorithm for Web Service

Step 1. Initialization. \( Q_i(s, ws) \) is set as a arbitrary constant for each service has an equivalent chance being executed;

Step 2. When a user invocation comes, it is compared with the rules in the service flow rule set. If the invocation is a composite service, repeat from i) to iv);

i) If there are several same function composite services, one is selected using selection policy for the composite service. \( \varepsilon \)-greedy is used as the selection policy (\( \varepsilon \) is set according to execution environment by user, usually \( 0 < \varepsilon \ll 1 \)).

ii) The selected composite service is hierarchically decomposed into sub-service according to Web services composition rule.

iii) If the decomposed services are composite services, then use these composite services as an invocation and invoking Algorithm 2.

iv) Until the invocation decompose into elementary service invocations;

v) Calculate \( Q_i(s, ws) \) according to (14) and return \( Q_i(s, ws) \) as the composite service reward.

Step 3. If the invocation is an elementary service invocation, then invoking Algorithm 1.

The middleware gradually grasps the execution time of service after many times execution, and chooses the service according to the characteristic of execution time. As a result, the execution time of composite service is optimized.

5.4. The complexity analysis. In some pre-works, the exhaustive search is used for finding optimal service path [3]. Assuming that there are \( n \) service tasks and \( m \) candidate Web services for each task, the total number of execution paths is \( m^n \). The computation cost is very high. Here, we propose to compose the services hierarchically. Suppose that each hierarchy has \( k \) sub-services. There are \( [\log_k m] \) ([ ] is upward to nearest integer) hierarchies. The lowest hierarchy has \( k^n \) paths and other \( [\log_k m] \) hierarchies have \( k^{[\log_k m]^{-1}} \) paths. So, the total paths are \( k^n + k^{[\log_k m]^{-1}} \), i.e., \( k^{n+[\log_k m]^{-1}} \). Usually, each hierarchy only has several services tasks; the complexity of the QoS optimization model dramatically decreases according to the algorithm of HRL.
6. **Optimization for Multi-Dimensional QoS.** Execution time (a single-dimensional of QoS) optimization has been given in Section 5. In this section, the QoS optimization considering multi-dimensional QoS will be dealt with.

6.1. **Execution cost, usability optimization for elementary service.** When the services composition is executed, middleware attains the service’s execution cost and usability of service. These services’ QoS values are transformed as service action reward in Q-learning.

1) Execution cost reward. Because the lower value of execution cost is a better quality. The reward $r_{c}^{ws}$ is calculated as $r_{c}^{ws} = 1/C_{service}$.

Because the cost is dynamical, we assume that the reward of $i$-th execution is $(r_{c}^{ws})_{i}$ and evaluation reward value after $k$ time learning is $R_{c}^{ws}$. Then, the reward of a service’s execution cost after $k$ time execution is:

$$R_{c}^{ws} = \frac{1}{1 \sum_{k=1}^{k} \frac{1}{(r_{c}^{ws})_{i}}}$$  

(19)

2) Usability reward. If a service action is $i$-th executed and $U_{service}$ is gotten using Formula (3), $R_{u}^{ws}$ is given by Formula (20).

$$R_{u}^{ws} = U_{service}$$  

(20)

After the $R_{c}^{ws}$ and $R_{u}^{ws}$ of elementary service are obtained, the action value is updated using (21) and (22).

$$Q_{c}(s, ws) \leftarrow Q_{c}(s, ws) + \alpha \left[ R_{c}^{ws} + \gamma \max_{w's} Q_{c}(s', w's) - Q_{c}(s, ws) \right]$$  

(21)

$$Q_{u}(s, ws) \leftarrow Q_{u}(s, ws) + \alpha \left[ R_{u}^{ws} + \gamma \max_{w's} Q_{u}(s', w's) - Q_{u}(s, ws) \right]$$  

(22)

The $Q_{c}(s, ws)$ is changed with $Q_{c}(s, ws)$ or $Q_{u}(s, ws)$ in Algorithm 1 and the algorithm of optimization of execution time or usability will be gotten.

6.2. **Optimization policy for multi-dimensional QoS.** After the Q-value of service is learned, a method which can estimate the probability of every service trend to optimization of execution time, execution cost or usability can be founded. As shown in Figure 4, when $T_{1}, \ldots, T_{n}$ get state-action value of the execution time $Q_{c}(s, ws_{1}), \ldots, Q_{c}(s, ws_{n})$, the service is selected by a Soft-Max method according to a probability of Gibbs distribution:

$$Pr\{s, ws_{i}\} = \frac{e^{Q(s, ws_{i})/\beta}}{\sum_{ws_{j} \in A} e^{Q(s, ws_{j})/\beta}}$$  

(23)

where $Pr\{s, ws_{i}\}$ is a probability to select service $ws_{i}$, $\beta$ is a positive inverse temperature constant and $A$ is a set of available services. In the same way, $Pr\{ws_{s}^{c}\}$, $Pr\{ws_{s}^{u}\}$ is determined.

In the case of only considering the execution time during the QoS optimization, the selected probability of $i$-th service is $Pr\{ws_{i}\}$. In the case of considering execution time or usability, the selection probability of $i$-th service comes to be given by $Pr\{ws_{i}^{c}\}$ or $Pr\{ws_{i}^{u}\}$. When the three-dimensional QoS is considered, an $i$-th service QoS optimization vector is defined as:

$$Pr\{ws_{i}\} = (Pr\{ws_{s}^{c}\}, Pr\{ws_{s}^{u}\}, Pr\{ws_{s}^{u}\})$$  

(24)

Because different users have different demands on these quality criteria, the different weights are set for each criterion and called credible degree. The vector of credible degree is
defined as \( \text{Credit} = (\theta_t, \theta_c, \theta_u) \). The probability to select service \( w_s_i \), which is considered for a multi-dimensional QoS, is:

\[
\Pr(s, w_s_i) = (\Pr\{w_s_i^1\}, \Pr\{w_s_i^2\}, \Pr\{w_s_i^3\}) \times (\theta_t, \theta_c, \theta_u)^T
\]  

(25)

When \( \Pr(s, w_s_i) \) is gotten, it is used in Algorithm 1 for service selection and the policy of optimization for multi-dimensional QoS is obtained.

6.3. **Hierarchical optimization for multi-dimensional QoS.** When a Web services composition is given by composite sub-services, the value of QoS for composite sub-services is the base of computing reward for HRL. Now, the rewards are calculated as below when a composite sub-service is executed. Here, the reward \( R_{c^{w_s}} \) and \( R_{u^{w_s}} \) of each elementary service is gotten as Formulae (19) and (20).

1) Sequential composition: If a composite service is composited by \( N \) sequential services, it is looked as a service action. The reward of execution cost and usability is:

\[
R_{c^{w_s}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(R_{c^{w_s}})_i}
\]

\[
R_{u^{w_s}} = \prod_{i=1}^{N} (R_{u^{w_s}})_i
\]

(26)  

(27)

2) Parallel composition: If a composite service is composited by \( N \) parallel services, it is looked as a service action. The reward of execution cost and usability is:

\[
R_{c^{w_s}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(R_{c^{w_s}})_i}
\]

\[
R_{u^{w_s}} = \sum_{i=1}^{N} (R_{u^{w_s}})_i - \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} Q(R_{u^{w_s}})_i Q(R_{u^{w_s}})_j + \cdots + (-1)^N \prod_{i=1}^{N} (R_{u^{w_s}})_i
\]

(28)  

(29)

3) Alternative composition: If a composite service is composited by \( N \) alternative services and the composite service is looked as a service action. The reward of execution cost and usability is:

\[
R_{c^{w_s}} = \max((R_{c^{w_s}})_1, (R_{c^{w_s}})_2, \ldots, (R_{c^{w_s}})_N)
\]

\[
R_{u^{w_s}} = \max((R_{u^{w_s}})_1, (R_{u^{w_s}})_2, \ldots, (R_{u^{w_s}})_N)
\]

(30)  

(31)

4) Iterative composition: If a composite service is \( N \) times iteration of sub-services, the total iteration service actions service is looked as one service action. If we unfold the cyclic process, the flow is \( N \) times service sequential execution. The reward of execution cost and usability is:

\[
R_{c^{w_s}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(R_{c^{w_s}})_i}
\]

\[
R_{u^{w_s}} = \prod_{i=1}^{N} (R_{u^{w_s}})_i
\]

(32)  

(33)

After the rewards \( R_{t^{w_s}} \), \( R_{c^{w_s}} \) and \( R_{u^{w_s}} \) are given, the hierarchical optimization for multi-dimensional QoS has three steps. Firstly, \( Q_t(s, w_s) \), \( Q_c(s, w_s) \), \( Q_u(s, w_s) \) are calculated according to Formulae (14), (21), (22). Secondly, \( \Pr\{w_s^i\} \), \( \Pr\{w_s^j\} \), \( \Pr\{w_s^l\} \) are computed using Formula (23). Lastly, \( \Pr(s, w_s) \) is gotten through (25). After getting the
\[ Pr(s, ws_i) \]

is used in Algorithm 2 for service selection and the policy of optimization for multi-dimensional QoS is obtained.

7. The Experiment. In order to evaluate the proposed approach, the QoS of a travel booking Web services composition, which is listed in Figure 3, is optimized as an example. In the experiment, Web services are created using Microsoft Visual studio .NET C# and deployed on local service. And services are registered in local UDDI offering by Windows 2003. The invocation, learning and composition program are created using Microsoft Visual studio .NET C++. The invocation messages are transmitted by SOAP ToolKit 3.0. The composition rules and QoS values are stored in SQL Server 2000 Database.

The Web services are composed according to the rules listed by (5)-(9) in Section 4.2. The subscribed sub-service is executed 10 times for booking 10 different scenic-spots. 16 same function services are created for each elementary service in Figure 3. Each of 16 same function services has a execution rate \( \lambda_i \) \((i = 1, 2, \ldots, 16)\) and has a time-lapse \( T \) which obeys to Formula (1). Before starting execution of the services composition, the composition rules according to business processes are stored into Database. When middleware accepts a user’s invocation, the services are composed according to composition rules. Rewards of elementary service and composite sub-service are recorded into Database after learning from the services execution.

7.1. Web services composition optimization for single-dimensional QoS. The services are selected according to one of execution time, execution cost and usability. When optimization of the execution time is only considered, the elementary and composite services are selected according to \( Q_s(s, ws) \). When optimization of the execution cost is only considered, the elementary and composite service are selected according to \( Q_c(s, ws) \). When optimization of the usability is only considered, the elementary and composite service are selected according to \( Q_u(s, ws) \). Here, \( \alpha \) and \( \gamma \) are set as 0.1 and 0 in Formulae (14), (21), (22). The travel booking composite service is executed 1,000 times and the elementary and composite services are selected by 3 methods: random, rotation and HRL. The execution time, execution cost, usability data are shown in Figure 6. The data indicate that HRL algorithm modified the value of execution time, execution cost and usability respectively. The optimal path of services execution time, execution cost and usability were selected. The data listed in Figure 6 show that the middleware had obtained the optimized QoS of services and found the optimal execution path after 400 times execution. The execution time, execution cost and usability of travel booking services composition were dramatically optimized.

7.2. Web services composition optimization for multi-dimensional of QoS. The travel booking composite service is executed 1,000 times and the elementary and composite services are selected by 3 methods: random, rotation and HRL. All elementary services have 16 candidate services. We show the execution time and execution cost in Figure 7 where vector of credible degree \( Credit = \{0.6, 0.3, 0.1\} \) and \( Credit = \{0.3, 0.6, 0.1\} \) were used in Formula (25) corresponding to execution time, execution cost and usability. The data indicate that the middleware optimized multi-dimensional QoS and modified \( Q(s, ws) \) according to credible degree. Comparing Figures 7(a) and 7(c), the optimization of execution time in (a) is better than in (c) because the execution time credible degree in (a) is higher than in (c). Comparing Figures 7(b) and 7(d), the optimization of execution cost in (b) is better than in (d) because the execution cost credible degree in (d) is higher than in (b). So, it is showed that the middleware not only can optimize the QoS but also can differently optimize execution time, execution cost and usability according to credible degree.
Figure 6. (a) The execution time, (b) execution cost and (c) usability comparison by different services selection methods. Here, only one dimension QoS is considered, so the credible vector \((\theta_t, \theta_c, \theta_u)\) were set as \((1, 0, 0)\), \((0, 1, 0)\) or \((0, 0, 1)\).

Figure 7. The executions time and execution cost comparison using different service selection methods. (a) and (c) are the execution time comparison when credible vector \((\theta_t, \theta_c, \theta_u)\) is \((0.6, 0.3, 0.1)\) and \((0.3, 0.6, 0.1)\) respectively. (b) and (d) are the service cost comparison when credible vector \((\theta_t, \theta_c, \theta_u)\) is \((0.6, 0.3, 0.1)\) and \((0.3, 0.6, 0.1)\) respectively.

7.3. Comparison between web services composition optimization methods. Zeng et al. has proposed the QoS optimization approach using Integer Programming (IP) [3]. And Florian et al. have proposed the QoS optimization approach using the heuristic method of Simulated Annealing (SA) [4]. We use these methods in our experiment environment. Here, there are 50 service tasks being composed sequentially and every task has 16 candidate services. There are three service selection methods which are used in each simulation. The three service selection methods are HRL which is proposed in this paper, conventional which is IP or SA, and random selection. Here, we set the credible vector as \(\{1, 0, 0\}\) and \(\{0, 1, 0\}\) for each method, i.e., only consider execution time and execution.
Figure 8. The executions time and execution cost comparison for different service selection methods. (a) and (b) are the execution time and service cost comparison with RL, IP and random when credible vector \((\theta_t, \theta_c, \theta_u)\) is \((1, 0, 0)\) and \((0, 1, 0)\) respectively. (c) and (d) are the execution time and service cost comparison with RL, SA and random when credible vector \((\theta_t, \theta_c, \theta_u)\) is \((1, 0, 0)\) and \((0, 1, 0)\) respectively.

cost in simulations. We get execution results for execution time data in Figure 8(a) and 8(c), execution cost data in Figure 8(b) and 8(d). The result of simulation shows that HRL method is better than conventional IP and SA methods after 300 times execution.

8. Conclusions and Future Work. We proposed a middleware which realizes Web services composition and QoS optimization of Web service using a Petri net and HRL algorithms. An extensible QoS model, the value of QoS of which is obtained by the learning from the service execution, is found. In this QoS model, the QoS of elementary service is grasped by the middleware when the service is executed. As Web services composition is a hierarchically architecture, we constructed the hierarchically stochastic Petri net model of Web services composition. After the middleware attains QoS of elementary services, the QoS of composite service is optimized according to HRL algorithms. Single-dimensional and multi-dimensional optimization for elementary service and composite sub-service are considered in the middleware. We used the proposed method to study a real Web service problem (the travel booking system) and the simulation results showed the effectiveness of QoS optimization with HRL. We plan to extend our work to the real deployment of the method on the Web and to rich the QoS models by service requesters.

REFERENCES