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ABSTRACT. Localized multiple kernel learning is a promising strategy for combining multiple features or kernels in terms of their discriminative power. However, learning specific combination kernel for each sample generally leads to expensive computation and less reliability caused by some dominant samples. In addition, traditional sparse constraint generally causes that one of the best kernels is selected, while some useful kernels may have not been used efficiently. In this paper, we proposed a group-based non-sparse localized multiple kernel learning algorithm to tackle the issues above. In our algorithm, the samples are divided into groups and then the kernel weights are optimized for each group. Because the sparse constraint may lose useful kernels, we use an $l_p$-norm constraint on the kernels and obtain non-sparse results to avoid losing useful kernels. The advantage of each kernel is adopted in various local spaces. Since some datasets consist of multiple features, we propose a multiple kernel clustering method to make the clustering result more reliable. Experiments state that our method performs better than other excellent MKL algorithms.
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1. Introduction. Kernel method is an efficient tool for solving learning problems like classification and regression. The advantage of kernel method is realized by people due to the success of support vector machine (SVM) [1]. The key idea of kernel method is to introduce nonlinearity to represent the similarity of samples. However, the performance of kernel machine strongly depends on the selection of kernel function. More importantly, the kernel machine with single kernel performs not well while the samples consist of multiple sources. In such case, an interesting approach is to combine a series of kernels instead of a single one.

Learning both classifier and kernels simultaneously in a single optimization problem is known as multiple kernel learning (MKL) [2]. Learning the optimal combination of kernels could adopt the advantage of each kernel, so it generally achieves better performance than the single one. The main problem of MKL is how to learn the optimal combination of kernels. Then a lot of MKL algorithms are proposed to solve this problem [3-7]. These methods have enhanced the interpretability of the decision function and improved the performance of kernel method. The MKL algorithm is also widely used in clustering [8], dimension reduction [9], semi-supervised learning problems [10] and so on.

In recent years, the research of MKL mainly focuses on two strategies. On the one hand, a more efficient method is proposed to accommodate larger scale problems [12-14]. On the other hand, a more complex combination method is used to improve classification accuracy as far as possible [11,15,16]. Given $N$ training samples $\{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$ and $M$ kernels $K_m(\cdot, \cdot)$, the combination kernel can be rewritten as $K(x_i, x_j) = \sum_m \beta_m K_m(x_i, x_j)$.
\[ x_j \). \( \beta_m \) is the weights of kernel \( K_m(\cdot, \cdot) \). For SVM-based framework, the problem of learning a linear combination generally has the form as follows:

\[
\max _{\beta} \min _{\alpha} \frac{1}{2} \sum _{i=1} ^N \sum _{j=1} ^N \alpha_i \alpha_j y_i y_j \left( \sum _{m=1} ^M \beta_m K_m(x_i, x_j) \right) - \sum _{i=1} ^N \alpha_i
\]

where alternation optimization is usually used to learn the support vector coefficient \( \alpha \) and kernel weights \( \beta \).

Nevertheless, canonical MKL basically adopts a uniform combination for the whole input space. Due to the diversity of samples, the optimal kernel weights may vary from different input spaces. This motivates us using different combination kernels in different local spaces. Under the idea of local learning, some promising results have been achieved [17-23].

Generally, by rewriting the combination of base kernel into a sample-based one, the combination kernel can be defined as \( K(x_i, x_j) = \sum _m \beta _m ^i \beta _m ^j K_m(x_i, x_j) \). The kernel weight \( \beta _m ^i \) is specific for each sample.

The final solution of SVM based on the LMKL is to solve the dual problem as follows:

\[
\max _{\beta} \min _{\alpha} \frac{1}{2} \sum _{i=1} ^N \sum _{j=1} ^N \alpha_i \alpha_j y_i y_j \left( \sum _{m=1} ^M \beta _m ^i \beta _m ^j K_m(x_i, x_j) \right) - \sum _{i=1} ^N \alpha_i
\]

The solving of \( \alpha \) is actually a canonical SVM problem. The essential problem lies in the solving of \( \beta \) which is a difficult quadratic non-convex problem. We know that solving the quadratic programming problem needs expensive computation. Gonen and Alpaydin [17] defined a gating model to represent \( \beta \), and the updating of \( \beta \) was replaced by updating the parameters of the gating model, which can be obtained by gradient descent. This method is called localized multiple kernel learning (LMKL). LMKL is a great progress, although it achieves statistically similar accuracy results compared with canonical MKL. It provides an efficient solution for the difficult quadratic non-convex problem. Inspired by it, more efficient localized MKL algorithms were proposed [18-21].

In practice, such sample-based MKL methods have enhanced the discriminative power of classifiers. However, the expensive computation is incurred to learning kernel weights for each sample. More importantly, heavily respecting individual samples may overwhelm the intrinsic properties of a category so as to reduce the reliability of classifier [22]. In this case, Yang [22] proposed a group-sensitive multiple kernel learning (GS-MKL). The samples were divided into groups and then learnt the specific kernel weights for each group referring to LMKL [17]. However, the GS-MKL method uses a sparse constraint for the kernels, and thus some useful kernels may have not been used effectively. At the same time, Marius et al. [11] researched the non-sparse constraint on kernels and found it could generally achieve better performance than sparse methods. Then non-sparse methods became a new focus in the field of MKL.

In this paper, to inherit the advantage of group based MKL and non-sparse method, we propose a novel group based localized MKL algorithm with \( l_p \)-norm constraint (\( l_p \)-GLMKL). The main contributions of this paper consist of two points. One is that a non-sparse group based localized MKL framework is proposed. The other one is that we design a multi-kernel k-means algorithm. Thanks to the fact that the \( l_p \)-norm constraint is employed, we can obtain a non-sparse local combination of kernels. The performance of classifier is improved by adjusting the sparsity of kernels. Because the samples are represented by multiple kernels/features, the multi-kernel clustering algorithm is more suitable for our \( l_p \)-GLMKL framework. The flowchart of training the classifier is summarized in Figure 1.
We carry out extensive experiment to compare the performance to some excellent MKL algorithms. The experiment on synthetic dataset indicates that our method achieves better decision boundary than the baseline approaches. Then we evaluate the performance of our method and test the influence of the parameters on eight UCI datasets. Finally, we apply our method to computer vision dataset and our method achieves higher classification accuracy than other excellent MKL algorithms.

The rest of this paper is organized as follows. In Section 2, the $\ell_p$-GLMKL framework and optimization procedure for binary classification are introduced. The multi-kernel K-means clustering algorithm is presented in Section 3. Section 4 presents the experiments and analyses. Finally, Section 5 concludes this paper.

2. Learning $\ell_p$-GLMKL Based Classifier. We take binary classification as an example to state the framework of $\ell_p$-GLMKL method. Assume that we have $N$ training samples, and the training dataset is represented by $D_L = \{x_i, y_i\}_{i=1}^N$, where $x$ represents the $N$ training samples, and $y \in \{-1, +1\}$ is the labels of the training samples. Noted that $x_i$ could consist of multiple features which are represented by $m$ kernels, or $x_i$ is just one vector represented by $m$ kernels. The theory is all the same. The discriminant function is defined as:

$$f(x) = \sum_{m=1}^M \beta_m^{c(x)} \langle w_m, \phi_m(x) \rangle + b$$

(3)

where $\beta_m^{c(x)}$ represents the weight of the $m$th kernel in the group $c(x)$. By modifying the original SVM formulation with this new discriminant function, the training procedure can
be implemented by solving the following optimization problem:

$$\min_{w, b, \xi, \beta} \frac{1}{2} \sum_{m} \|w_m\|^2 + C \sum_{i=1}^{N} \xi_i$$  \hspace{1cm} (4)$$

s.t. $$y_i \left( \sum_{m=1}^{M} \beta_m^{c(x_i)} \langle w_m, \phi_m(x_i) \rangle + b \right) \geq 1 - \xi_i \quad \forall i,$$

$$\xi_i \geq 0 \quad \forall i,$$

$$\sum_{m} \left( \beta_m^{c(x_i)} \right)^p = 1 \quad \beta_m^{c(x_i)} \geq 0 \quad \forall i, m$$

where $C$ is the regularization parameter and $\xi$ is the slack variable. Inspired by SVM [1], Lagrange multiplier method is used to solve the dual problem of Equation (4). We first fix the kernel weights $\beta$ and minimize the problem (4). The Lagrange object function is formulated as follows:

$$L = \frac{1}{2} \sum_{m} \|w_m\|^2 + \sum_{i=1}^{N} \left( C - \alpha_i - \gamma_i \right) \xi_i$$

$$+ \sum_{i=1}^{n} \alpha_i - \sum_{i=1}^{N} \alpha_i y_i \left( \sum_{m=1}^{M} \beta_m^{c(x)} \langle w_m, \phi_m(x) \rangle + b \right)$$  \hspace{1cm} (5)$$

where $\alpha_i$ and $\gamma_i$ are the Lagrange multipliers.

Taking the derivatives of $L$ with respect to the primal variables, we get the following:

$$\frac{\partial L}{\partial w_m} = 0 \Rightarrow w_m = \sum_{i} \beta_m^{c(x_i)} \phi_m(x_i) \alpha_i y_i$$  \hspace{1cm} (6)$$

$$\frac{\partial L}{\partial b} = 0 \Rightarrow \sum_{i} \alpha_i y_i = 0$$  \hspace{1cm} (7)$$

$$\frac{\partial L}{\partial \xi_i} = 0 \Rightarrow C = \alpha_i + \beta_i$$  \hspace{1cm} (8)$$

Eliminating the $w$, $\xi$ and $b$ using Equations (6)-(8), we obtain the dual formulation of problem (4) as follows:

$$\min_{\alpha} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \left( \sum_{m=1}^{M} \beta_m^{c(x_i)} \beta_m^{c(x_j)} K_m(x_i, x_j) \right) - \sum_{i=1}^{N} \alpha_i$$

s.t. $$\sum_{i=1}^{N} \alpha_i y_i = 0, \quad \alpha_i \leq C \quad \forall i$$  \hspace{1cm} (9)$$

and the discriminant function of Equation (3) becomes:

$$f(x) = \text{sign} \left( \sum_{i} \alpha_i y_i K(x_i, x_j) + b \right)$$  \hspace{1cm} (10)$$

where

$$K(x_i, x_j) = \sum_{m} \beta_m^{c(x_i)} \beta_m^{c(x_j)} K_m(x_i, x_j)$$  \hspace{1cm} (11)$$
While we also should maximize the object function of Equation (9) over kernel weights $\beta$, the optimization problem is finally a max-min problem as follows:

$$
\max_{\beta} \min_{\alpha} J = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \left( \sum_{m=1}^{M} \beta_m^{(x_i)} \beta_m^{(x_j)} K_m(x_i, x_j) \right) - \sum_{i=1}^{N} \alpha_i \tag{12}
$$

$$
s.t. \sum_{i=1}^{N} \alpha_i y_i = 0, \quad 0 \leq \alpha_i \leq C \quad \forall i
$$

$$
\sum_{m} \left( \beta_m^{(x_i)} \right)^p = 1 \quad \beta_m^{(x_i)} \geq 0 \quad \forall i, m \tag{13}
$$

$J$ is a multi-object function of coefficient $\alpha$ and local kernel weights $\beta$. When $\beta$ is fixed, minimizing $J$ over the coefficient is meant to minimize the global classification error and maximize the margin. When $\alpha$ is fixed, maximizing $J$ over the local kernel weights is meant to maximize the intra-class similarity and minimize the inter-class similarity simultaneously.

Similar to canonical MKL, we alternately optimize $\alpha$ and $\beta$ to solve the max-min problem. In the first stage, we fix $\beta$ and optimize $\alpha$. It is easy to know that this problem is a canonical SVM with the specific combination kernel, while there are many algorithms with it. In the second stage, we fix $\alpha$ and optimize $\beta$. $J$ can be rewritten as follows:

$$
J(\beta) = \sum_{g=1}^{G} \sum_{g'=1}^{G} \sum_{m=1}^{M} \beta_m^{g} \beta_m^{g'} S_m^{gg'}(\alpha^*) - \sum_{i=1}^{N} \alpha_i^* \tag{14}
$$

where

$$
S_m^{gg'}(\alpha^*) = \frac{1}{2} \sum_{\{i|e(x_i) = g\}} \sum_{\{i|e(x_i) = g'\}} \alpha_i^* \alpha_j^* y_i y_j K_m(x_i, x_j) \tag{15}
$$

and $\alpha^*$ is the optimization result of $\alpha$.

Note that the solving of $J(\beta)$ in Equation (14) is independent of the latter item, though it equals solving the problem of Equation (15).

$$
\max_{\beta} \sum_{g=1}^{G} \sum_{g'=1}^{G} \sum_{m=1}^{M} \beta_m^{g} \beta_m^{g'} S_m^{gg'}(\alpha) \tag{16}
$$

It is obvious that this is a quadratic non-convex problem. We know that solving the quadratic programming problem needs expensive computation. Inspired by [17,22]. A gating model is adopted to represent $\beta$. The gating function is designed as follows:

$$
\beta_m^{g} = \exp \left( a_m^{g} v_m^{g} + b_m^{g} \right) \left( \sum_{m'=1}^{M} \exp \left( a_m^{g'} v_m^{g'} + b_m^{g'} \right) \right)^{-\frac{1}{p}} \tag{17}
$$

where $v_m^{g}$ is the kernel alignment [24] of the mth kernel in sample group of g, and it can be calculated by Equation (17).

$$
v_m^{g} = \frac{\langle K_m^g, y_g y_g^T \rangle_F}{\sqrt{\langle K_m^g, K_m^g \rangle_F \langle y_g y_g^T, y_g y_g^T \rangle_F}} \tag{18}
$$

We can observe that $\sum_{m=1}^{M} (\beta_m^{g})^p = 1$ from Equation (16), so there is actually a $p$ norm constraint with $\beta_m^{g}$. We can optimize $p$ according to dataset to change the sparseness of kernels. Considering the property varies from different local spaces, it is an interesting
idea to employ different \( p \) in each group. However, we have no idea to confirm so many \( p \) values, and this problem can be further researched in next work.

After representing the local kernel weights with the gating model, \( J(\beta) \) becomes a convex function about \( a \) and \( b \). Thus, we can optimize \( a \) and \( b \) with the gradient-descent method to maximize \( J(\beta) \). The derivative of \( J(\beta) \) is as follows:

\[
\frac{\partial J(\beta)}{\partial a_m^g} = 2 \sum_l \left( \sum_{i=1}^G \beta_i^g S_i^g(\alpha) \beta_m^g v_i^g \left( \delta_m^l - (\beta_m^g)^p \right) \right) \tag{19}
\]

\[
\frac{\partial J(\beta)}{\partial b_m^g} = 2 \sum_l \left( \sum_{i=1}^G \beta_i^g S_i^g(\alpha) \beta_m^g \left( \delta_m^l - (\beta_m^g)^p \right) \right) \tag{20}
\]

where \( \delta_m^l = 1 \) if \( l = m \) and \( \delta_m^l = 0 \) otherwise. We update \( a \) and \( b \) by gradient-descent method, and then update \( \beta_m^g \) with \( a \) and \( b \).

\[
a^g_m + \lambda^t \frac{\partial J(\beta)}{\partial a^g_m} \rightarrow a^g_m \tag{21}
\]

\[
b^g_m + \mu^t \frac{\partial J(\beta)}{\partial b^g_m} \rightarrow b^g_m \tag{22}
\]

where \( \lambda^t \) and \( \mu^t \) are the step sizes, and they can be obtained by a line search method like [6] or fixed as a small constant.

Alternatively optimize \( \beta \) and \( \alpha \) until some termination criterions are met. We use the duality gap as the termination criterion, which is written as follows:

\[
\max_m \sum_i^N \sum_j^N \alpha_i \alpha_j y_i y_j K_m(x_i, x_j) - \sum_i^N \sum_j^N \alpha_i \alpha_j y_i y_j \left( \sum_{m=1}^M \beta^c(x_i) \beta^c(x_j) K_m(x_i, x_j) \right) \leq \varepsilon \tag{23}
\]

where \( \varepsilon \) is the tolerance threshold set in advance.

The complete optimization process of \( lp \)-GLMKL for binary classification is summarized in Algorithm 1.

**Algorithm 1** \( lp \)-GLMKL method for binary classification

1: Divide the training samples into different groups
2: Initialize \( a, b \) with small random numbers
3: Repeat
4: Calculate local kernel weights \( \beta_m^g \) as Equation (16);
5: Calculate kernel matrix as Equation (11);
6: Solve support vector coefficient \( \alpha \) using the canonical SVM
7: Update gating model parameters \( a \) and \( b \) as Equations (21) and (22)
8: Until meet the termination criterion of Equation (23).

3. **Kernel K-Means Clustering for the \( lp \)-GLMKL.** Unlike sample-based localized method, our \( lp \)-GLMKL is a group based algorithm. There is a clustering stage before training the classifier. We need to design an effective clustering algorithm suitable for our \( lp \)-GLMKL. Because the training samples are represented by multiple features or kernels, traditional clustering algorithm cannot effectively solve this problem. In this section, we present a multi-kernel K-means clustering method. We merge the \( m \) kernel matrixes into one and then use the kernel K-means clustering algorithm. The weights of the kernel matrixes are obtained by centered KTA (CKTA) [25]. The CKTA is a novel kernel
alignment which performs well in evaluating the kernel matrixes. The kernel matrixes are centered as follows:

$$K_{ci} = \left[ I - \frac{11^T}{n} \right] K_i \left[ I - \frac{11^T}{n} \right]$$

(24)

Then we calculate the weights of the kernel matrixes as:

$$\eta_i = \frac{F(K_i, y)}{\sum_{j=1}^{m} F(K_j, y)}$$

(25)

where

$$F(K_{ci}, y) = \frac{\langle K_{ci}, yy^T \rangle_F}{\sqrt{\langle K_{ci}, K_{ci} \rangle_F \langle yy^T, yy^T \rangle_F}}$$

(26)

The $m$ kernel matrixes are merged into one matrix as follows:

$$K = \sum_{i=1}^{m} \eta_i K_i$$

(27)

The kernel matrixes $K$ are taken as the distance of samples, then implementing the kernel clustering on $K$. The clustering error can be calculated by

$$E(C_1, \cdots, C_G) = \sum_{n=1}^{N_p} \sum_{g=1}^{G} I(x_n \in C_g) \|x_n - C_g\|^2$$

(28)

where

$$\|x_n - C_g\|^2 = K_{nn} - \frac{2\sum_{l=1}^{N_p} I(x_n \in C_g)K_{ln}}{\sum_{l=1}^{N_p} I(x_n \in C_g)} + \frac{\sum_{i=1}^{N_p} \sum_{j=1}^{N_p} I(x_i \in C_g)I(x_j \in C_g)K_{ij}}{\sum_{i=1}^{N_p} \sum_{j=1}^{N_p} I(x_i \in C_g)I(x_j \in C_g)}$$

(29)

The clustering result of $x_i$ is computed by:

$$C(x_i) = \arg \min_{g} (\|x_i - C_g\|^2)$$

(30)

The process of clustering for $lp$-GLMKL is summarized in Algorithm 2. Figure 2 shows the complete flowchart of using $lp$-GLMKL for training and testing.

**Algorithm 2** Kernel K-means clustering with multiple views

Input: $m$ kernel matrixes, number of groups $G$

Output: Final clustering results

1. Calculate the weights of the kernel matrixes as Equation (25);
2. Merge the $m$ kernel matrixes to one matrix as Equation (27);
3. Initialize clusters $C_1, \cdots, C_G$;
4. Repeat
5. Calculate the clustering error as Equation (28);
6. Find $C(x_i)$ as Equation (30);
7. Update clusters;
8. Until convergence;
4. Experiments and Analyses. The proposed algorithm was implemented in MATLAB and the canonical SVM problem was solved by SMO [4]. We take the canonical MKL (Simple MKL) [6], the canonical sample-based localized MKL (LMLK) [17], and the group-based MKL (GS-MKL) [22] as the baseline approaches.

We compared the performance with the baseline approaches in three sets of experiments. Firstly, the MKL methods were implemented on synthetic dataset to analyze the decision boundary. Secondly, the experiments were implemented on UCI datasets to evaluate the inference of different parameters and compare to baseline MKL methods. Finally, two image datasets were used to evaluate the performance of the MKL methods on computer vision.

4.1. Experiments on synthetic dataset. In this section, we created a two dimensions synthetic dataset like [17,19]. The dataset consists of 400 data samples generated from four Gaussian components (each class has two Gaussian components) with the following mean and covariance matrices.

\[
\mu_{11} = \begin{pmatrix} -1.0 \\ +1.0 \end{pmatrix}, \quad \Sigma_{11} = \begin{pmatrix} 0.8 & 0.0 \\ 0.0 & 4.0 \end{pmatrix}
\]
We respectively use the four MKL algorithms (the three baseline methods and our algorithm) to calculate the boundary of the positive and negative samples. The candidate kernels consisted of linear kernel and polynomial kernel with one degree. For our algorithm and GS-MKL, the number of groups $G$ was set to 4. The norm constraint of $p$ was fixed to 2 for our algorithm. Because the data distribution is known to us, we could directly obtain the Bayesian decision boundary. It is obvious that the Bayesian boundary is the optimal solution for this classification problem. Hence, how well the decision boundaries match to the Bayesian boundary can be used to evaluate the performance of the classifier. The optimal boundary and experiment results are shown in Figure 3. The solid blue line is the Bayesian boundary and the dotted black line is the decision boundary learned by MKL algorithms. The solid red and blue points are the support vectors.

The decision boundary of canonical MKL is nearly a beeline, because it does not have the ability of local learning. The decision boundary learnt by the GS-MKL and LMKL match much better to the Bayesian boundary than the Simple MKL. However, there is

![Figure 3. Bayesian boundary and decision boundaries learnt by the MKL methods](image-url)
also a big gap in the sparse region signed as dotted circles. In addition, the decision boundary matches not well in the dense region signed as solid circles. Our algorithm obtained a much better decision boundary than the other three approaches. Because we use a non-sparse constraint on the kernels and we design a novel clustering algorithm with multiple kernels, the advantage of the two kernels is also adopted. Then we analyze the number of support vectors. Our method needs fewer support vectors than other MKL methods, which intuitively demonstrates the effectiveness in the testing processing.

4.2. Experiments on UCI datasets. Then we took some experiments on UCI dataset to evaluate the performance of our method. Since each dimension could be thought of a view of the dataset, we used one Gaussian kernel to represent each dimension of the datasets. For example, due to the fact that the “Ionosphere” dataset consisted of 34 dimensions, 34 kernels were used for the “Ionosphere” dataset. The width of Gaussian kernel was equal to half the mean-squared distance of the associated view [26]. In this section, three experiments were implemented. Firstly, we evaluated the influence of various \( g \) (number of groups). Secondly, the experiment was taken to test the influence of \( p \) on kernel weights and classification accuracy. Finally, the performance of the proposed algorithm was compared to the baseline approaches. For every dataset, 80% of samples were randomly selected for training and the rest for testing. All the experiments were repeated 10 times. Table 1 lists the detail of the eight UCI datasets.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of instances</th>
<th>Number of features</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>270</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>Liver</td>
<td>345</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>Spambase</td>
<td>4601</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>Wbdc</td>
<td>569</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Glass</td>
<td>214</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

4.2.1. Influence of \( G \) (number of groups). In our method, the samples are divided into groups. So the influence of group number was evaluated in this experiment. We respectively used \([1, 5, 10, 20, N]\) \((N \text{ is the number of samples})\) as the number of groups to train the classifier. And the results are shown in Figure 4. As shown in Figure 4, the classification accuracies vary with the value of \( G \). While \( G = 1 \), the results are close to the canonical MKL method, and the results are close to the results of the LMKL method while \( G = N \). Therefore, the optimal classification accuracies can be obtained by selecting the appropriate value of \( G \).

4.2.2. Influence of various \( p \). In this experiment, five different values of \( p \) composed of \(\{1, 1.2, 1.4, 1.6, 1.8, 2\}\), were chosen to evaluate the influence of norm constraint. For a specific sample, Figure 5 shows the weights of the kernels on the training set of the “Ionosphere” with various \( p \) norms. We can observe that the sparsity of the learned kernels decreases as the increasing of \( p \). While \( p = 1 \), a few kernels play a role in the classification task. That is to say, the result is sparse. As \( p \) increases, more kernels come into use. While \( p \rightarrow \infty \), the kernel weights are similar to each other.
Figure 4. Classification accuracies (%) with various $G$ (number of groups)

Figure 5. Combination weights of kernels with various $p$ norms for a given sample

The testing accuracies with various $p$ are shown in Figure 6. We observe that the classification accuracies vary with the value of $p$. By choosing appropriate $p$, our method can obtain better classification accuracy. The optimal $p$ is not fixed for different datasets, which depends on the distribution of dataset. As given in [11], the optimal value of $p$ is
generally bigger than 1. Our experiments show that this rule is also suitable for localized MKL.

4.2.3. Comparative evaluation. In this experiment, we compared our algorithm to the baseline MKL methods. The parameters were acquired in Section 4.2.1 and Section 4.2.2. The results are listed in Table 2.

As we can see in Table 2, our method achieves the best classification accuracy in seven of the eight datasets and the result on “Pima” dataset is very close to the best one. The results show that our method performs better than other MKL methods. Because we select the optimal norm constraint and group number, the better combination kernel is learnt for each local space. For the “Pima” dataset, the canonical MKL obtained the best classification accuracy. The reason may be that this dataset is not suitable for local learning method since the kernels play a same role in each local space. However, by accommodating the parameters, the classification accuracy of our algorithm is very close to the best one.

4.3. Experiments on visual image categorization. We finally applied our algorithm to two visual image datasets: Scene-15 and Caltech-101. Scene-15 dataset contains 15 scene categories, while each category has 200 to 400 images. Caltech-101 involves 102 object categories, while each category contains 31 to 800 images. In order to make the

---

Table 2. Classification accuracies (%) of different algorithms

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Simple MKL</th>
<th>LMKL</th>
<th>GS-MKL</th>
<th>lp-GLMKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>78.12</td>
<td>79.33</td>
<td>78.32</td>
<td>81.93</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>92.29</td>
<td>92.90</td>
<td>92.65</td>
<td>94.65</td>
</tr>
<tr>
<td>Liver</td>
<td>66.03</td>
<td>65.32</td>
<td>65.53</td>
<td>67.26</td>
</tr>
<tr>
<td>Sonar</td>
<td>80.60</td>
<td>79.83</td>
<td>80.78</td>
<td>82.43</td>
</tr>
<tr>
<td>Spambase</td>
<td>90.26</td>
<td>91.42</td>
<td>89.91</td>
<td>93.57</td>
</tr>
<tr>
<td>Wbdc</td>
<td>94.29</td>
<td>95.32</td>
<td>94.62</td>
<td>97.58</td>
</tr>
<tr>
<td>Pima</td>
<td><strong>74.21</strong></td>
<td>73.41</td>
<td>73.91</td>
<td>74.12</td>
</tr>
<tr>
<td>Glass</td>
<td>82.28</td>
<td>84.03</td>
<td>83.33</td>
<td><strong>86.74</strong></td>
</tr>
</tbody>
</table>

---

**Figure 6.** Classification accuracies (%) with various $p$
experimental results comparable, we followed the usual setting of training and testing sets. For each dataset, the number of images from each category was fixed, but the images were randomly selected while repeating the experiments. For Caltech-101, we used 10, 15, 20, 25, 30 images per category as training set and the rest for testing set. For Scene-15, the training set of each category was set to 10, 20, 30, 50, 100 and the rest were taken as testing set. The hyper-parameters of each algorithm were tuned using cross-validation procedures.

We used eight descriptors to represent the images, i.e., GIST, histogram of oriented gradient $2 \times 2$, dense SIFT, sparse SIFT, line histograms, self-similarity, texton, and geometric map. The associated kernels were computed based on radial basis function distance for GIST and $\chi^2$ distances for all the others. All kernels were normalized to unit trace. The one-versus-all rule was used to solve the multiclass classification problem.

The average classification accuracies are shown in Table 3 and Table 4. In terms of classification accuracies, $l_p$-GLMKL performs better than the baseline method. When the number of training samples is small, the advantage of our algorithm is not obvious. For both the two datasets, when training number is 10, LMKL obtained the best accuracy. The reason is that the training set is too small to divide into groups. With the increasing of training samples, the advantage of our algorithm becomes more obvious. Then we look at the variance of accuracies. The variance of our algorithm is less than the other two local learning algorithms. This indicates our algorithm is more reliable.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of positive training samples per category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Simple MKL</td>
<td>66.4±1.1</td>
</tr>
<tr>
<td>LMKL</td>
<td>69.2±1.5</td>
</tr>
<tr>
<td>GS-MKL</td>
<td>66.3±1.3</td>
</tr>
<tr>
<td>$l_p$-GMKL</td>
<td>67.1±1.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of positive training samples per category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Simple MKL</td>
<td>59.7±1.2</td>
</tr>
<tr>
<td>LMKL</td>
<td>62.5±1.6</td>
</tr>
<tr>
<td>GS-MKL</td>
<td>61.3±1.4</td>
</tr>
<tr>
<td>$l_p$-GMKL</td>
<td>62.3±1.3</td>
</tr>
</tbody>
</table>

5. Discussion. In this paper, we proposed a group based localized multiple kernel learning algorithm with $l_p$-norm constraint. Since the samples were represented by multiple kernels or features, we designed a multi-kernel K-means clustering algorithm for data pre-procedure. Thanks to the fact that the $l_p$-norm constraint was employed for the local kernel weights, we obtained a non-sparse results of kernels. The performance of classifier is improved by adjusting the sparsity of kernels. The experiments confirm the improvement of our algorithm on classification accuracy.

However, there are more parameters in the new model, which cannot be obtained in advance. In next work, we will try to research the relationship between the parameter $p$ and the property of specific dataset. If the optimal $p$ can be directly calculated or
estimated, the cross-validation could be omitted. In addition, the proposed algorithm can also be extended to other learning settings and further application.
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