MODEL-BASED APPROACH FOR 3D POSE ESTIMATION WITH APPLICATION TO AUGMENTED REALITY
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ABSTRACT. In this paper, we present a model-based approach for 3D pose estimation with an application to augmented reality. A monocular camera is used to acquire the images of the user’s motion for 3D pose estimation. In the proposed technique, a graphical 3D human model is first constructed. Its projection on a virtual image plane is then used to match the silhouettes obtained from the image sequence. By iteratively adjusting the 3D pose of the graphical 3D model with the physical and anatomic constraints of the human motion, the human pose and the associated 3D motion parameters can be uniquely identified. The obtained 3D pose information is then transferred to the reality processing subsystem and used to achieve the marker-free interaction in the augmented environment. Experimental results demonstrate the feasibility of the proposed approach.
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1. Introduction. One important issue of augmented reality (AR) is to design an interface for seamless interaction between the virtual objects and the real world. Researchers have proposed various types of techniques to increase the interactivity in the augmented space [19]. In its early development, 3D AR interfaces focus on providing spatially seamless interaction with special-purpose input devices. Recent advances on tangible AR interfaces, on the other hand, emphasize the use of physical objects as tools for projecting the virtual objects onto the surfaces [1]. Nevertheless, both approaches are not capable of “tool-free” interaction only with the bare hands.

The objective of this work is to develop an AR interface with marker-less human body interaction. It consists of 3D motion capture of the human body and the processing of 3D human poses for augmented reality applications. Although there exist some approaches for human computer interaction (HCI) using commercially available motion capture system, the underlying technologies are usually expensive, obtrusive, and require the users to wear special markers for joint or body parts identification [3,5]. The proposed AR system uses only a video camera and a head mounted display (HMD) as the input and output devices, respectively. Since the application domain is less restrictive with only a single camera, especially for low-cost AR systems, the human pose estimation from monocular image capture has become an emerging issue to be properly addressed.

The major difficulties of monocular human pose estimation include the high dimensionality of the pose configuration space, lacking of depth information, self-occlusion, and perspective effect of the camera model [9]. These problems are caused by the inherent
ambiguity in 3D to 2D mapping, and have to be resolved with additional constraints [2]. In this paper, we present a model-based method for marker-less 3D pose estimation from a single camera view. The contributions of the proposed approach are as follows: (a) The modified 3D model is created and adjusted such that its projection is aligned with the image silhouette to estimate the pose of a subsequent image; (b) We propose a cost function to facilitate the shape fitting and fast movement of the body part; (c) The high dimensionality of search space for alignment and the ambiguities in 3D pose reconstruction are reduced by anatomic and physical constraints of human motion, as well as the appearance information from the intensity image; (d) The resulting pose parameters and an articulated graphical 3D model are then used for full body interaction in the augmented environment.

The remainder of this paper is organized as follows. Section 2 reviews related works. Section 3 presents the proposed approach. Experimental results are given in Section 4. An application is given in Section 5. Section 6 provides conclusions and future works.

2. Related Works. Some techniques with gesture or finger tracking were proposed for augmented desk applications. Although there is no need for specific tools, the interaction is still restricted to 2-dimensional or requires markers for vision-based tracking [7,17]. Marker-free interaction for AR interfaces is only adopted for the pose estimation between the objects and the camera [6,11].

Loy et al. [12] presented an approach for the monocular 3D reconstruction of human action in long action sequences. They adopted a keyframe-based approach to estimate the 3D pose of human motion in sports sequences. The 3D reconstruction is derived using a video footage, which is not capable of on-site processing. Chen et al. [4] presented a method to reconstruct 3D human motion parameters using image silhouettes. A weighted-XOR cost metric was used for object alignment, shape fitting and motion tracking. Their approach was used to synthesize motion from archival footage.

Nguyen et al. [13] proposed a 3D human capture system for a mixed reality environment. For a subject, nine cameras are set up to capture images. They constructed the 3D images of the subject using a shape-from-silhouette technique. Their system shows many technologies in human computer interaction. Hahn et al. [8] presented an approach for 3D pose estimation and tracking of human body parts using the shape flow algorithm. They integrated the shape flow algorithm into a tracking system and examined its suitability for tracking human body parts in 3D.

Ye et al. [18] presented a system for estimating body pose configuration from a single depth image. Their approach combines both pose detection and pose refinement which can accommodate both pose difference and body-size difference. Simo-Serra et al. [16] proposed an approach for 3D human pose estimation from noisy observations. They introduced a sampling technique to propagate the noise from the image plane to the shape space. This can produce a set of ambiguous 3D shapes and disambiguation is then performed by setting kinematic constraints.

3. 3D Pose Estimation Approach. The proposed 3D pose estimation algorithm is based on the comparison of the projected graphical 3D human model and the captured image. An articulated graphical human model is created and adjusted iteratively to align with the input image based on the silhouette and color information of the object region.

3.1. Modeling a human body. Due to the lack of 3D information from the input images, a graphical 3D model of the human body has to be generated for 3D pose estimation. Most articulated 3D human model is generated with a number of rigid body parts and
joints. The number of degrees of freedom is thus a key factor to the construction of the graphical 3D human model.

The 3D human model is created using OpenGL library. It consists of 10 body parts, 9 joints and 22 degrees of freedom. The body parts are represented by spheres, ellipsoids and cylinders. Different colors are assigned to different body parts to facilitate the pose recognition process. Since the graphical 3D model is projected to a virtual image plane for template matching and alignment with the real scene image, the object regions in both images should have a similar size and orientation. Thus, a canonical 3D human model is created first, and an on-site model initialization process is carried out for the user in the scene.

3.2. Silhouette-based pose estimation. Given the foreground silhouette image of a human body, the associated pose is estimated by minimizing the difference between the silhouette in the real scene image and the projection of the 3D model on the virtual image. To find the best pose of the graphical model which matches the human pose, suitable metric and cost function should be provided. Chen et al. [4] presented a Euclidean distance transform approach to calculate the pixel-wise distances between the real and virtual image silhouettes. A cost function defined by the summation of pixel-wise distances was then used to adjust the 3D model. Since both of the entire images were used for comparison, the computational cost was relatively high and the results tended to converge to a local minimum.

Different from their whole silhouette matching approach, we propose a multipart alignment technique. The body parts in the real and 3D model projected silhouette images are compared and adjusted one by one using a core-weighted XOR operation. The pixel difference is processed locally for each body part so that better alignment results with less computation can be achieved. Furthermore, it is suited for articulated 3D models with a number of joints and rigid body parts.

To perform the multi-part pose estimation, the most significant body part, i.e., the trunk, is identified first. It is the central part of the foreground silhouette, connecting the rest of the body parts. Once the trunk is extracted, the regions of the head, upper and lower limbs can be easily acquired. To identify the trunk, an erosion operation is first carried out recursively to remove the limbs in the foreground silhouette. The projected 3D model is then overlaid on the center of the silhouette, followed by a 3 DOF rotation to minimize the difference between the trunk of the foreground silhouette and the 2D projection of the 3D model.

After the 3D pose of the trunk is derived, the upper and lower limbs are processed in the order of arms, wrists, thighs and legs. The identification of the limbs is carried out by comparing the foreground-background ratio of the graphical model. For these body parts, we define 2 DOF for rotation (without the rotation along their main axes). As shown in Figure 1(a), a limb is capable of rotating 360° on the image plane (represented by the angle $\theta$) and 180° off the image plane (represented by the angle $\varphi$). When searching the pose of a limb, the angle $\theta$ is identified first by rotating the corresponding body part in the 3D model. Several initial orientations separated by 45° are used to avoid the full range search and speed up the alignment process. The angle $\varphi$ is then calculated by detecting the size change of the projected body part due to the foreshortening as shown in Figure 1(b).

3.3. Appearance constraints. The foreground silhouette does not provide the self-occlusion information of the object. To make the pose estimation algorithm more robust, one commonly used approach is to take the color and edge information of the object into
account [15]. By extracting the individual parts of the object, the associated poses can then be identified.

The physical and kinematic constraints are enforced on the motion of an initial 3D human model [14]. Thus, self-occlusions of the body parts need not be properly extracted prior to the pose estimation process. One can identify the end of each limb, and combine with the above constraints to estimate the 3D human pose up to a projective ambiguity. In this case, each body part is considered as a link of the human skeleton model, and the positions of the hands and feet will be identified within the foreground silhouette.

4. Implementation and Results. Figure 2 shows the experimental environment. The client (motion capture) and server (reality processing) systems are illustrated in the left and right images, respectively. The motion capture subsystem consists of a PC with Intel Core 2 Quad processor, a Logitech QuickCam Sphere AF camera with image resolution of 1600×1200, and a green background for facilitating the foreground human segmentation. The camera is connected to the PC via USB 2.0 interface with the frame rate of 30 fps. The reality processing subsystem consists of a PC with Intel Pentium D processor, a Cyberman HMD (GVD-310A) attached with a Logitech QuickCam Pro 5000 camera, and a marker for creating the program initialization interface. The input and output image resolutions of the camera and HMD are 640×480 and 800×255, respectively. The distance between the user and the camera for motion capture is about 3.8 meters, and the dimension of the marker is 70×70 cm².

The first step of model-based pose estimation is to extract the image silhouette of the foreground region. For a given background image sequence, the intensity distributions of each image pixel are calculated for the red, blue, green, and hue channels. Two times of the standard deviations for each pixel are used to model the channel intensity ranges for segmentation. Since the RGB model is more sensitive to the illumination change and the HSV model is better for color discrimination, we use the hybrid approach to derive the robust background model for foreground segmentation. To make the resulting silhouette image more suitable for model-based template matching, morphological operations and median filtering are carried out to remove the holes inside the foreground region. Although the foreground region is not perfectly extracted in most cases, the noise presented in the image is not significant enough to affect the subsequent pose estimation stage. This result also suggests that the sophisticated segmentation algorithm is not always required for the proposed pose estimation technique.

Figure 1. Silhouette matching between images. (a) 2 rotation DOF of a limb; (b) changes due to foreshortening.
The location of a body part within the foreground silhouette is identified by the color information. The most significant feature in the foreground region is the skin color of the hands. To extract the associated color model, a simple and robust method is to detect the face color in the initialization stage. The head in the foreground silhouette is first identified using model-based template matching. Histogram analysis on the head region is carried out to separate the skin and hair colors. The threshold for the face color segmentation is then used to extract the hand regions in the foreground.

Figure 3 shows the 3D models prior to and after the on-site model initialization step. As shown in Figure 4(a), the GUI provides the program control by real-time full body interaction for selecting the available options. We initiate several balls at the marker position and make them bounce in the environment with different velocities and directions as shown in Figure 4(b). The balls will be bounced back if they are hit by the user according to the vision-based 3D pose estimation results. Otherwise, the balls will disappear when they pass beyond the user location. Figure 4(c) shows an image capture of marker-less interaction with the virtual objects.

Table 1 shows the processing time of matching body parts in milliseconds. The proposed approach can process three to seven images per second in average for matching body parts. Hence, we can apply the proposed approach for real-time interactive applications.

5. **An Application: Augmented Reality System Architecture.** The proposed marker-less augmented reality interface consists of two subsystems: one is for 3D motion capture of the human body, and the other is for the processing of augmented reality
Figure 4. The results of augmented reality with marker-less human body interaction. (a) The GUI for system initialization; (b) the augmented environment; (c) interaction with the virtual objects.

Table 1. Processing time of matching body parts in milliseconds

<table>
<thead>
<tr>
<th>Body Parts</th>
<th>Best Time</th>
<th>Worst Time</th>
<th>Average Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trunk</td>
<td>4</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>Head, Upper Limbs, Thighs</td>
<td>57</td>
<td>123</td>
<td>79</td>
</tr>
<tr>
<td>Lower Limbs, Legs</td>
<td>71</td>
<td>166</td>
<td>103</td>
</tr>
<tr>
<td>Total Time</td>
<td>132</td>
<td>305</td>
<td>187</td>
</tr>
</tbody>
</table>

applications. The 3D pose estimation and the augmented image synthesis are accomplished by two separate computers communicated via a local area network. The input for the marker-less human body interaction is the image sequence captured by a video camera, and the output for the augmented reality system is through the head mounted display.

The data transmission between the motion capture and the reality processing subsystems is developed on the TCP/IP protocol using WinSock interface. It includes the information requests, the transmission of the 3D pose parameters and the captured image sequence. In general situations, the reality processing subsystem requests the immediate 3D pose information from the motion capture subsystem. Thus, the former and the latter computer systems are defined as the client and the server, respectively.

As described previously, the motion capture and reality processing subsystems are in charge of heavy image processing tasks with the high frame rate constraint. To reduce the data streaming overhead, multi-threading using POSIX thread libraries is adopted on both computers. A single thread is used exclusively for the data transmission task. Similar to most augmented reality systems, marker identification and tracking are used
Figure 5. 3D pose estimation results. The left figures show the foreground silhouettes and skin color detection. The original images with estimated 3D graphical model overlay are shown in the right figures. (a) User pose with self-occlusion; (b) user pose with foreshortening.

for manipulating the virtual objects in this work. We adopt the ARToolKit for marker tracking and HMD calibration in our implementation [10]. However, the marker in the application scenario is mainly used for generating a virtual interface at the program initialization stage. The interaction between the human and the virtual objects can be completely marker-free. The motion capture information is used to register the 3D human pose to the virtual environment. Through the HMD, the real scene and virtual objects are simultaneously accessible for manipulation.

In the reality processing subsystem, the real world scene is captured by the camera attached on the HMD. The images are transferred to the client PC for virtual objects overlay, and then transferred back to the HMD for display. At the system initialization stage, a user-friendly interface is displayed at the marker position. For more accurate comparison between the foreground silhouette and the projection of the 3D model, it is clear that there exists a similarity transformation between the graphical 3D model and the real human body. That is, the dimension of each body part should be identical up to a unique scale factor for both the graphical model and real object. Since only one canonical 3D model is created for all situations, it has to be modified for different users according to their shapes. We refer to this step as an “on-site model initialization”.

To perform the on-site model initialization, an image of the user with a pre-defined pose is captured. After extracting the foreground object region, the run-length encoding is used to scan the silhouette image and derive the features of the body parts. Since the initial human pose is pre-defined, the dimension and orientation of each body part in the 3D model can be easily identified by the image features such as head, shoulder and elbow.
In our application scenario, the pose estimation results and the augmented reality with full body interaction can be illustrated separately. Since the 3D motion parameters are essential to the proposed augmented reality system, we have tested several image sequences with various types of human postures. Two results of non-trivial tasks with the arms occluding the body silhouette and severe foreshortening of the arms are shown in Figures 5(a) and 5(b), respectively. In both cases, the 3D poses are correctly identified with the assistance of skin color.

6. Conclusions. We have presented a monocular vision-based human pose estimation technique and its application to augmented reality. An articulated graphical human model is created for 3D pose estimation of each body part. The foreground silhouette and color information are used to evaluate the 3D parameters of the graphical 3D model under the anatomic and physical constraints of the human motion. Experimental results of marker-less human body interaction in the augmented environment are presented.
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