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ABSTRACT. Data mining is the process of extracting hidden, interesting, non-trivial, po-
tentially useful and previously unknown information from large databases. Clustering
is one of the data mining techniques that aims to separate dissimilar objects and group
similar objects in the database. There are a number of clustering methods available in
literature. In this paper, authors have focused on partitioning based methods. Most pop-
ular partitioning based algorithms, k-means and k-medoid, require the number of clusters
to be generated as an input parameter. Another partitioning based algorithm, Single Pass
Clustering (SPC), requires a threshold similarity value as an input parameter for clus-
tering. In this paper, a modified SPC algorithm is proposed which also uses threshold
similarity value but it is not an input parameter, rather, it is a function of data objects
to be clustered. To assess performance of proposed approach, several clustering validity
measures have been applied on k-means, SPC and the modified SPC algorithms. The
stimulated experiments described in this paper confirm good performance of the modified
SPC. It is also observed that actual number of clusters is generated when modified SPC
s applied on real datasets.
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1. Introduction. Advances in storage technology and the development of information
technology in the field of internet search, web mining, image processing, etc. have cre-
ated very high volume of datasets. Now, the problem is how to find potentially useful
information from these datasets. Data mining [4,8], an analytical tool, helps to solve this
problem.

Clustering [8,11] is one of the tools of data mining which falls under the category of
unsupervised learning. It is the process of separating and grouping the data objects in
a way that similar objects are in common groups and dissimilar objects are in different
groups. Clustering has been a widely studied problem in knowledge discovery [8], pattern
recognition and pattern classification [4,23]. It can be achieved using different methods,
namely, partitioning based methods, hierarchical based methods, density based methods,
grid-based methods, fuzzy clustering, and probabilistic methods [4,8,11,23]. Partitioning
based methods, k-means [16] and k-medoid [13], divide the data objects into k partitions
where k£ is the number of clusters. However, finding the appropriate value of k is a
complicated task without prior knowledge about databases. The value of k£ can also be
known by applying hierarchical clustering as a pre-processing step. Another partitioning
based clustering method, Single pass clustering (SPC) [18,21], does not require the number
of clusters as an input parameter but it requires a threshold similarity value as an input
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parameter. This threshold similarity value is the maximum similarity value between two
objects.

Requirement of the user’s prior knowledge about the number of clusters or threshold
similarity value or hierarchical clustering as an additional pre-processing step motivates
the authors of this paper to find an efficient clustering technique. Thus, a modified SPC
algorithm is proposed that uses a threshold similarity value which is the function of data
objects left to be clustered instead of being defined by the user.

In this work, clusters are generated using k-means, SPC and modified SPC methods.
Further, these methods are evaluated and compared for validity measures (separation and
compactness) available in literature [7].

Rest of this paper is organized into four sections. In the next section, related work in
this field is presented. In the third section, a new partitioning based clustering algorithm
is proposed. In the fourth section, performance evaluation of k-means, SPC and proposed
clustering algorithm is carried out for popular validity measures. And, in the last section,
the work carried out in this paper is concluded.

2. Related Work. Data mining is the process of analyzing a transactional database
to forecast the future trends of a business organization. This is one of the essential
activities before taking managerial decisions like introducing/modernizing/discontinuing
or grouping the products to analyze the sales. To achieve this objective, organizations
employ a procedure to mine their databases which is known as Knowledge Discovery in
Databases (KDD) [8]. Data mining is one of the steps in this process. Data mining tools
predict future trends and behaviors, allowing businesses to take profitable and knowledge-
driven decisions.

In Data mining, data analysis techniques can be classified into two categories, namely,
supervised methods and unsupervised methods [23]. In the supervised methods, system
learns from example patterns. It involves only labeled data means training patterns with
known category labels while the latter in volves only unlabelled data and optimizes the
maximum similarity among similar objects and minimizes similarity among dissimilar
objects by using an objective function.

Cluster analysis is an important part of human life. It mainly focuses on distance based
approach. It clusters the dataset of size n into k clusters (k < n) in a way that each data
object d;, 1 <i < n, belongs to one cluster £;, 1 < j < k and each cluster k; has at least
one data object. Each cluster is represented by a prototype. Depending on the kind of
prototype, one can distinguish between k-means and k-medoid. In the k-means algorithm
[16], the prototype, called the centroid, is the mean value of all objects belonging to a
cluster. In the k-mediod algorithm [13], also called PAM (Partioning Around Medoid),
the prototype, called the mediod, is the most centrally located object of a cluster. In both
methods, the number of clusters (k) needs to be specified beforehand. Many researchers
have improved the performance of k-means algorithm [2,3,5,9,14,24] so that it can be
applied to a variety of databases of different sizes in an effective and efficient manner.

After that, A. K. Jain [10] has given a survey paper on the popularity of k-means
algorithm since last 50 years and objected out some of emerging and useful research
direction. Research is still going on how one can better decide initial cluster centers.
Further, E. Murat et al. [19] proposed a method in which initial centroids are not taken
randomly. In this firstly, mean object of the whole database is calculated. Then, a data
object with the largest distance to mean object is selected as the first initial centroid;
second initial centroid is a data object at largest distance from first initial centroid;
similarly, £ initial centroid is a data object at largest distance from k — 1% initial
centroid. Objects, once, selected as an initial centroid is not considered again. D. Reddya
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and K. J. Prasanta [20] have given a novel method to select the initial centroids with
the help of Voronoi diagram constructed from the given set of data objects. The initial
centroid will be those objects which lie on the boundary of Voronoi circles having highest
radius.

Scope of research is not limited, currently, it is shifted on the similarity measures like
multi-view object based similarity measure, clustering on uncertain data using probability
distribution similarity and Mahalanobis distance similarity measure [1,12,15,17]. D. T.
Nguyen et al. [15] presented a paper in which similarity between two documents d; and
d; is determined by not only cosine similarity measure but also considered the direction
and distance of vectors. Now, it is possible to use more than one object of reference and
have more accurate assessment of how close or distant a pair of objects is.

The existing k-means techniques to cluster uncertain data heavily rely on geometric
distances between objects and do not take into account the probability distribution of
objects. So, B. Jiang et al. [12] used the well-known Kullback-Leibler divergence as the
similarity measure which can capture distribution between uncertain objects in both the
continuous and discrete cases.

I. Melnykov and V. Melnykov [17] worked on the Mahalanobis distance similarity mea-
sure in which initial estimation of covariance matrices is quite complicated. They de-
veloped an initialization procedure that aims to gather the information about covariance
matrices by identifying a group of objects with a high concentration of neighbours that
represent the core of the selected cluster. Thus, these objects provide a rough covariance
matrix estimate. This estimate is improved further by updating the membership of ob-
jects in the cluster according to a probability coverage criterion. Then, it can be used for
calculating Mahalanobis distance for the rest of the objects. The performance of entire
strategy depends upon the quality of covariance matrix estimation.

Recently, R. Scitovski and K. Sabo [22] proposed a technique about what can be done
in case the data object occurs on the border of two or more clusters. In this technique,
unit weight is associated with all data objects, except the data object which belongs to
two or more clusters. The weight of shared data object is uniformly divided in two or
more clusters. Then, for each participating clusters centroid and objective function value
is calculated. On the behalf of that shared object becomes a part of the cluster showing
better clustering.

Thus, researchers have provided numerous variants of k-means as discussed above.
However, in this paper authors are giving emphasis on existing technique, known as
single pass clustering (threshold based clustering). The simplest and fastest one seems
to be the “single pass” method proposed by G. Salton [21] for document clustering. In
this method each document is processed once and is either assigned to one (or more, if
overlap is allowed) of the existing clusters, or it creates a new cluster based on threshold
value. Single pass method is named as Threshold based algorithm, in which Euclidean
distance is used as a similarity measure. It is a good alternate method over k-means only
if one opts right threshold value. Opting the right threshold value is the limitation of
single pass clustering method but it has lots of advantages over k-means as k£ needs not
to be specified beforehand, it is not sensitive to outliers, its running time is also less than
running time of k-means and in this technique, and clusters are formed on the behalf of
threshold value so it does not suffer from the local minima problem.

In the real world, there exists a constraint on the user knowledge of number of clusters to
be generated, especially when it is being done first time on a dataset. In addition, k-means
method does not remove the outlier; moreover, it places the outlier in nearest cluster
owing to degradation of quality of clustering. However, SPC algorithm generates clusters
automatically without previous knowledge of numbers of clusters to be generated; it uses
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a threshold similarity value as an input parameter. In case of outliers, threshold similarity
value helps to place them in a separate cluster instead of being the part of the nearest
cluster. In this paper, a modified SPC algorithm is proposed that uses threshold similarity
value which is a function of data objects left to be clustered, rather than provided by the
user. This methodology will serve as a right technique in partitioning based clustering
algorithms.

The outcomes of three clustering algorithms, namely, k-means, SPC and modified SPC
algorithm can differ from each other for the same dataset. Quality of these clusters can
be judged by the popular validity measures [6]. The objective of cluster validation is to
find the partitioning that best fits the underlying data. Broadly, validity measures are
of two types — Separation and Compactness. Separation is the measure of dissimilarity
of objects of one cluster to the objects of another cluster which should be maximum
and Compactness is the measure of dissimilarity among objects of a cluster which should
be minimum. Separation can be measured mainly by three methods — single linkage
(closest distance between two objects of two different clusters), complete linkage (farthest
distance between two objects of two different clusters) and centroid linkage (distance
between centroids of two clusters). Compactness can be measured by two methods —
centroid based (average distance of all the objects to the centroid of the cluster) and
averaged paired distance (average distance of all pairs of objects of the cluster). In this

paper, these validity measures have been used to evaluate clustering obtained by k-means,
SPC and the proposed modified SPC algorithms.

3. Proposed Method. In this section, modified SPC partitioning based clustering algo-
rithm is proposed. The algorithm proposed in this work revolves around the proposition
of a threshold similarity value which is not the user defined parameter; instead, it is the
function of data objects left to be clustered. In this algorithm, a data object is selected
randomly and assigned to first cluster. Rest of the data objects are selected randomly
which will belong to either one of the existing clusters or will form a new cluster. For
this, the distance between selected object and centroid of nearest cluster is determined
using Eculidean distance formula. Subsequently, the selected object will be the part of
an existing cluster or form a new cluster based on the comparison between calculated dis-
tance and the threshold similarity value. In our work, threshold similarity value is taken
as average paired distance of all data objects left to be clustered as shown in Equation
(1). ,
n

T = JA) = T D) * 2igeaos (1
where, A, the set containing paired distance, a;;, the distance between objects ¢ and j; n
is the number of objects left to be clustered. Threshold similarity value keeps on changing
till all objects are clustered.

The proposed algorithm consists of the following general steps:

a) Initially, set the threshold similarity value, say, Ty, as a function of data objects to
be clustered using Equation (1).

b) Select a data object randomly and assign it to first cluster.

c) Select the next data object again randomly. This data object will belong to either one
of the existing clusters or to a new cluster. The data object is assigned to a cluster with
the help of distance between the data object and centroid of already formed clusters; and
the threshold similarity value. If the distance between the data object and the centroids
is more than the threshold similarity value, a new cluster is created and data object is
assigned to this cluster; otherwise the data object is assigned to one of the already formed
clusters whose centroid has minimum distance from the data object.
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d) If any existing cluster is updated due to entrance of new data object then update
its centroid. Otherwise, assign the new data object as a centroid of new cluster.

e) Update threshold similarity value T}, as a function of data objects left to be clustered
using Equation (1).

f) Repeat steps c), d) and e) until all the data objects are clustered.

Figure 1 consists of proposed clustering algorithm. In this algorithm, threshold simi-
larity value (T},) is used to determine that objects will be a part of an existing cluster or
form a new cluster. This algorithm overcomes the drawback of specifying the number of
clusters (k) and threshold similarity value for k-means and SPC algorithms, respectively.
Like SPC, it also considers outliers in the separate clusters.

Mnput:A set D = {d;,d,, d5, ... ,d,} of n objects to cluster and a set

A= {a”\a” = distance between object i and objectj for 1 <i,j <nandj > i}_
HOutput: A set K = {ky, ky, k4, ... , ki } of k subsets of D as final clusters and a set € = {cy, ¢y, ¢35, ... , ¢} Of
centroids of these clusters.
Proposed clustering algorithm (D A)
letm=1;
km = {p|3p € D}; //Randomly choose any object from D, say p
K= {km};
Cm = Pi
C={cmk
T = f(A): ldefined in eq. (1).
for each object q' not clustered

do if q' is chronologically greater than p

then A =4 — {a,,};
10. else A=A— {ag,};
11. for each random object q € {D} —p
12. do for each centroidr € C
13, dos,. =d(q,r); //d(q,7)is the distance between point q & r
14. s; = min (sy, S, 83, - ,Sm) ;
15, if(s; < Tw)
i6. thenk; = k; Ugq;

e N R B

17. Update centroid c; for cluster k;.
18. else m=m+ 1;

18. kwm = {q};

20. K=K U{kny}

21 Cm = q;

22. n=n-1;

23. Ten = f(A): lldefined in eq. (1).

24. for each object q" € {D} not clustered

25. doif q' is chronologically greater than q
26. then A=A — {a,.};

27. else A=A— {ag,};

FIGURE 1. Modified single pass clustering algorithm

4. Performance Evaluation. In this section, five experiments for k-means, SPC and
modified SPC have been carried out. In the first experiment, fifteen artificial datasets each
containing five hundreds 2-D data objects are taken. These data objects are generated
randomly in the range 100 to 499 in both dimensions. The value of k is taken in the
range from four to ten for k-means algorithm and value of threshold is taken in the range
from 50 to 75 for SPC algorithm. Quality of clustering is assessed by means of separation
methods and compactness methods. Figure 2 and Figure 3 show the comparison among
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FIGURE 2. Separation comparison among k-means, SPC and modified SPC algorithm
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Ficure 3. Compactness comparison among k-means, SPC and modified
SPC algorithm

TABLE 1. Characteristics of datasets

Sr.no. | Name of Dataset | # Objects | # Attributes | # Clusters
1 Ecoli 336 8 8
2 Iris 150 4 3
3 Seeds 210 7 3
4 Wine 178 13 3

k-means, SPC and modified SPC algorithms for separation and compactness, respectively.
From both figures, it is observed that clusters generated by modified SPC algorithm are
well separate and compact than the clusters generated by k-means and SPC algorithms.
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Rests of four experiments are performed on four real datasets — Ecoli, Iris, Seeds and
Wine available in UCI repository. Table 1 shows the characteristics of all datasets used.
As mentioned earlier, in k-means algorithm, the number of clusters (k) acts as an input
parameter while in the proposed algorithm, threshold similarity value (T};,) acts as a cri-
terion to partition the dataset into unknown k numbers of clusters. In k-means algorithm,
initially, randomly k£ data objects are taken as the centroids of k£ clusters; on the other
hand, in the proposed algorithm, mean of the distance of all pairs of objects is taken as
an initial threshold similarity value which varies during the execution of algorithm de-
pending upon the number of objects left to be clustered as describe in Equation (1). It is
observed that proposed methodology generates the actual number of clusters present in
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F1GURE 4. Comparison on Ecoli dataset
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FIGURE 5. Comparison on Iris dataset

For the real datasets, Ecoli, Iris, Seeds and Wine, a comparison for all validity measures
among k-means, SPC and modified SPC'is presented in Figure 4, Figure 5, Figure 6, and
Figure 7, respectively.

From Figure 4, Figure 5, Figure 6, and Figure 7, it is observed that the stimulated
experiments confirm good performance of the modified SPC' in terms of well separate and
compact clusters.

5. Conclusions and Future Direction. Performance evaluation of clustering algo-
rithms is one of the most important issues in cluster analysis in order to justify the
selection of right technique for clustering. In this paper, a modified SPC based cluster-
ing algorithm has been proposed which uses a threshold similarity value as a function
of data objects left to be clustered. Moreover, it relinquishes the requirement of user
defined threshold similarity value and the requirement of user defined number of clusters.
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Further, this method has been compared with existing k-means and SPC methods on
real datasets, and validated for major validity measures. The experiments carried out in
this work reveal that modified SPC algorithm generates actual number of clusters present
in the dataset and performs better than k-means and SPC algorithms. In future, new
methods to evaluate the threshold similarity value can be identified.
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