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Abstract. Video-oculography (VOG) is a useful tool for detecting eye movement ab-
normalities as well as for human-computer interaction. Performance of a real-time VOG
system relies on how the center of pupil is estimated under various occlusions. However,
the accuracy of the state-of-the-art algorithms decreases significantly with extreme eyelid
occlusion, although they can estimate pupil center under different illumination conditions
and irregularity of pupil contour. To handle this problem, we propose a novel method
to localize pupil in a real-time VOG during extreme eyelid occlusion. We have improved
the geometric ellipse fitting method by incorporating a cumulative histogram processing
for robust binarization and the random sample consensus (RANSAC) for removing out-
liers. Experimental results with 90% eyelid occlusion show that the proposed algorithm
increases the accuracy of pupil localization up to 51% compared with a state-of-the-art
method. During real-time pupil tracking, the proposed algorithm achieves significant ac-
curacy improvement (N = 9000 frames; p < .05) with less than 10 ms of computational
time per frame. The proposed method shows promising results for accurate measurement
of horizontal and vertical eye movements.
Keywords: Eye tracking, Pupil localization, Video-oculography, Ellipse fitting, Ran-
dom sample consensus

1. Introduction. Eye tracking is a method to detect and to measure human eye move-
ments. Eye tracking plays essential roles in various fields, such as human-computer in-
teraction [1], applied application in an embedded system [2], multimodal sensory systems
[3], medical robotics [4], behavioral research for industrial security [5], user experience in
manufacturing systems [6], and computer-aided diagnosis [11]. Measurement of human
eye movements is generally conducted using three kinds of eye tracking methods: scleral
search coil (SSC), electro-oculography (EOG), and video-oculography (VOG) [7].

SSC has been regarded as the most accurate eye tracking technique with rigorous tem-
poral and spatial resolution. This technique measures human eye movements based on
changes in electromagnetic waves. The wave is based on voltage changes in a coil induced
in a magnetic field. The coil is inserted inside a contact lens placed on the surface of
the eye. However, the usage of SSC shall be accompanied by a medical expert as this
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technique requires a complex configuration [8, 9]. Some researchers opt to use electro-
oculography (EOG) because this method does not need direct placement of a contact lens
during data collection.
EOG is based on the difference of corneo-retinal potential between the back and the

front of the human eye [7]. EOG is useful for measuring eye movements when the eye
is totally covered with eyelid – such as during sleeping activity. However, EOG is an
obtrusive method because the electrodes have to be placed around the eyes. This may
result in uncomfortable feeling when the device is used for more than 30 minutes [10].
Due to various constraints in SSC and EOG, eye movements researchers commonly use
video-oculography (VOG) in practical studies.
VOG estimates eye movements from a captured video stream. VOG has gained pop-

ularity due to its non-invasiveness as it implements optical image processing algorithms
instead of a contact lens or electrodes placement. Some VOG systems measure eye move-
ments not only in horizontal and vertical but also in torsional direction [11, 12, 15].
Additionally, advanced image processing techniques may be incorporated in VOG sys-
tems to convert eye movements data into gaze information in horizontal, vertical, and
depth direction [13, 14].
Additionally, VOG has been widely used as a computer-aided diagnosis system dur-

ing a clinical investigation of eye movements disorders – such as nystagmus and saccadic
dyskinesia [24, 37]. Nystagmus is involuntary oscillations of the eyes initiated by slow eye
movements. Saccadic dyskinesia is an abnormal eye movement that drives the eyes away
from their visual target and disrupts visual fixation. Both nystagmus and saccadic dysk-
inesia are used to observe various balance disorders [38], upper respiratory infection [39],
migraine, head injury [40], and brain tumor [41].
As a medical diagnosis system, VOG implements three types of image processing-based

pupil localization technique: center of gravity, curvature algorithm, and ellipse fitting
(see Table 1). The center of gravity method is based on moment estimation of the pupil
contour. A moment is a gross characteristic of the pupil contour computed by integrating
or summing over all pixels of the contour. During the early stage of VOG research, the
center of gravity was introduced in several research works [15, 17, 18, 19]. Unfortunately,
this method is prone to error due to the irregularity of pupil shape, poor contrast, and
unwanted corneal reflection resulting from light sources.
The curvature algorithm was introduced to solve these drawbacks [16, 20]. Initially,

the algorithm defines a pupil blob – all points related to the pupil. The largest blob is
then isolated, and all others are eliminated. Next, the algorithm identifies visible pupil
boundary and separates it from edge points of eyelids, eyelashes, corneal reflections, and
shadows using a heuristic curvature algorithm. The heuristic algorithm is mainly based on
observations of the curvature characteristics of pupil boundaries during various occlusions
by considering their arc length and Euclidean distance. Finally, circle fitting is conducted
on the edges found by the curvature algorithm. The curvature algorithm yields high
accuracy, but this method may cause false results due to curvature transition from the
eyelid to the visible pupil.
On the other hand, pupil localization based on an ellipse fitting technique is performed

by fitting an ellipse model to the detected pupil contour. This method allows fast pupil
localization in a real-time VOG system. Therefore, most research works in VOG have
implemented and combined this method with various techniques of contour detection. For
instance, Roig et al. [21] combined morphological operations and edge detection with el-
lipse fitting. In 2013, Swart et al. [22] applied histogram processing, Sobel edge detection,
and ellipse fitting in a 125 Hz VOG system. Recent research in 2018 by Ding et al. [27]
implemented ellipse fitting based on circle difference method in a 50 Hz VOG system.
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Table 1. Comparison of various state-of-the-art pupil localization meth-
ods in video-oculography systems for medical diagnosis

Authors
Sampling

rate
Methods of pupil

localization

Addressing
extreme
eyelid

occlusion*
Moore et al. (1991) [15] 25 Hz Center of gravity No
Zhu et al. (1999) [16] N/A Curvature algorithm No

Iijima et al. (2001) [17] 250 Hz
Center of gravity with
histogram processing

No

Yagi (2008) [18] 240 Hz Center of gravity No
MacDougall et al. (2009) [19] 250 Hz Center of gravity No

Ong and Haslwanter (2010) [20] 130 Hz Curvature algorithm No
Roig et al. (2012) [21] 63 Hz Ellipse fitting No

Swart et al. (2013) [22] 125 Hz
Ellipse fitting with his-
togram processing

No

Wibirama et al. (2013) [11] 25 Hz
Center of gravity with
gaussian smoothing

No

Wibirama and Hamamoto (2014) [13] 30 Hz
Ellipse fitting with con-
vex hull

No

Barbosa and James (2014) [23] 3 Hz
Ellipse fitting with in-
tegro-differential opera-
tor

No

Charoenpong et al. (2015) [25] 25 Hz
Ellipse fitting with blob
detection

No

Slama et al. (2017) [26] 30 Hz
Ellipse fitting with geo-
desic active contour

No

Ding et al. (2018) [27] 50 Hz
Ellipse fitting based on
circle difference

No

Kong et al. (2018) [28] 30 Hz Ellipse fitting No

This research (2019) 30 Hz

Improved ellipse fit-
ting with cumulative
histogram and out-
liers removal

Yes

*) The pupil is partially occluded up to 70% of its vertical diameter (see Figure 2).

Despite of its wide use, previous works assumed that the pupil was not under extreme
occlusion (i.e., the pupil was not partially occluded up to 70% of its vertical diameter). In
reality, however, severe eyelid occlusion affects the estimation of the pupil center. Both
Nyström et al. [42] and Choe et al. [43] have argued that accurate identification of the
pupil center is important towards accuracy and precision of a VOG system.

To deal with this research gap, we propose a novel pupil localization technique based on
an improved ellipse fitting algorithm with outliers removal. The proposed method aims
to achieve better accuracy of pupil localization under extreme eyelid occlusion in a real-
time VOG system. A new adaptive image binarization based on cumulative histogram is
proposed to deal with varying brightness. The proposed method has been validated using
static eye images and video streams. Additionally, we have compared the accuracy and
the computational time of the proposed method with a state-of-the-art pupil localization
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technique that achieved a remarkable performance in eye movements data consisting of
nystagmus and random components [22].

2. Materials and Methods. Figure 1 shows the proposed pupil localization technique.
The proposed algorithm consists of four main stages: masking region of interest, contour
extraction, improved ellipse fitting with outliers removal, and moving average filter.

Figure 1. Pipeline of the proposed pupil localization technique

2.1. Masking region of interest (ROI). Pupil localization is performed by first con-
verting an RGB image to a gray image. It is worth mentioning that capturing a clear
eye image from a close-range RGB sensor or an infrared camera is challenging. In our
study, the captured raw image data come with darker area at the corner, yielding noise
in contour extraction process. To cope with this problem, image masking is introduced
by comparing the captured eye image and a binary mask image. The region of interest
(ROI) that contains pupil area is defined through an empirical observation. Addition-
ally, various gray pixels outside the ROI are eliminated. Once the ROI is configured,
the computational time of the following image processing stages becomes faster because
the amount of the processed pixels decreases significantly. The masking process can be
defined as:

dst(x, y) =

{
src(x, y) if mask(x, y) = 1
0 if mask(x, y) = 0

(1)
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Here, dst(x, y), src(x, y), and mask(x, y) are pixels intensity value of the masked eye
image, raw eye image, and mask image in x and y position, respectively.

2.2. Adaptive image binarization based on cumulative histogram and contour
detection. Before extracting pupil contour, the masked eye image is converted to bina-
ry image. To automate binarization process, we propose an image binarization technique
based on cumulative histogram. In Algorithm 1, hist, cmlHist, and ratioDarkP ix repre-
sent the image histogram, the cumulative histogram, and the ratio of pixels that composes
dark area, respectively. The threshold value is determined by analyzing histogram of the
masked eye image. In this case, pixels with intensity 0 (perfect black) and 255 (perfect
white) are excluded from the computation since these values fill the largest part of the
histogram.

Algorithm 1 Adaptive image binarization based on cumulative histogram

compute hist
normalize hist
for i = 2 to i = 255 do
cmlHist[i] += hist[i− 1]
if cmlHist[i] > ratioDarkP ix then
return i

end if
end for

To define the threshold value, the cumulative histogram is compared with the ratio of
pixels that composes dark area in the image, without considering perfect black. Based on
empirical analysis, we define the ratio of pixels that composes dark area around 3% out
of all pixels. Compared with the conventional thresholding commonly used in biometric
research [30], this binarization process is more robust to various eye images captured
under near-infrared illumination. Thus, the proposed binarization technique may be used
not only in static images but also in video processing with various brightness levels.

Following the binarization process, a simple contour detection algorithm is implement-
ed to obtain the border of the pupil [29, 31]. The contour detection algorithm works
by tracing each pixel of pupil edge, so that the boundaries between the pupil and its
background are extracted. For each pixel, we combine 4- and 8-connectivity on 3 × 3
neighboring pixels.

2.3. Improved ellipse fitting with outliers removal. After the contours are extract-
ed, an ellipse model is created based on these contours. The main idea of ellipse fitting is
to find minimum geometric distance between the ellipse model and the contour points [44].
Let p1 . . .pN be a set of N contour points, pi = [xi, yi]

T . Let x = [x2, xy, y2, x, y, 1]T ,
p = [x, y]T , and

f(p, a) = xTa = ax2 + bxy + cy2 + dx+ ey + f = 0 (2)

as the equation of generic ellipse with the parameter vector a = [a, b, c, d, e, f ]T . Next,
we find the parameter vector a0 associated with the ellipse that matches p1 . . .pN as the
solution of:

min
a

n∑
i=1

∥p− pi∥
2 (3)
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with the constraint that p belongs to f(p, a) = 0. To solve Equation (3), we can use
Lagrange multipliers by defining an objective function:

L =
n∑

i=1

∥p− pi∥
2 − 2λf(p, a) (4)

If we set ∂L
∂x

= ∂L
∂y

= 0, we obtain

p− pi = λ∇f(p, a) (5)

As p is yet to be known, we introduce two approximations:

0 = f(p, a) ≈ f(p, a) + [p− pi]
T∇f(p, a) (6)

and

∇f(p) ≈ ∇f(pi) (7)

Considering Equation (7), we can rewrite Equation (5) as

p− pi = λ∇f(pi, a) (8)

Substituting Equation (8) into Equation (6), we obtain

λ =
−f (pi, a)

∥∇f (pi, a)∥2
(9)

Substituting Equation (5) into Equation (9), we finally obtain

∥p− pi∥ =
|f (pi, a)|

∥∇f (pi, a)∥2
(10)

We estimate goodness of fit for the ellipse model by minimizing the geometric distance
between the model and the contour of pupil. However, some contour points are not
useful to find the best ellipse model. These points are outliers, without which the ellipse
fitting process is more accurate. If the pupil is under extreme occlusion – the pupil area
is partially occluded up to 70% or more – eyelashes and eyelid will produce erroneous
contour points. In this case, the ellipse fitting procedure incorporates the random sample
consensus (RANSAC) [36].
Thus, when ∥p− pi∥ exceeds an empirical threshold, RANSAC is implemented (see

Algorithm 2). The acceptable deviation of the model (ϵ) is set to be one standard deviation
from the mean of the geometric distance error between the contour points and the ellipse

Algorithm 2 RANSAC for improved ellipse fitting

given n contour data X = {x1, x2, x3, . . . , xn}
set m = 5
set t = 20
set iteration counter k = 1
set iteration limit K = 10
for k < K do
choose m random items from X and fit ellipse model
determine how many data from X within ϵ
if data within ϵ > t then
return fit ellipse model over the data within ϵ

end if
set k = k + 1

end for
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model. As expressed by Equation (2), one can observe that (a, b, c, d, e, f) ∈ P5(R).
Hence, at least five points are needed (m = 5) to recover the coefficients of an ellipse.

The parameter t represents enough data points to confirm an acceptable model [36]
and enough data points to refine the hypothesis to the final best estimate [48]. Fischler
and Bolles have suggested to set t so that t − m > 5 [36]. This provides a higher than
95% probability to avoid compatibility with an incorrect model. In our case, the size of
the consensus set t is set empirically to be 20 to ensure we get the best ellipse model over
the data within ϵ.

2.4. Moving average filter. The moving average filter is incorporated in real-time video
processing to suppress the spikes that occur due to pupil occlusion. This filtering process
is performed by calculating the average positions of tracked pupil from previous frames:

Pb [i] =
1

M

M−1∑
i=0

Pa[i+ 1] (11)

Here, Pa is the pupil coordinates before filtering and M is the length of the filter window.

2.5. Experimental evaluation of the proposed algorithm. The algorithm was im-
plemented using OpenCV 3.1.0 in Microsoft Visual C# 2013 on a personal computer with
an Intel Core i5 2.3 GHz processor, a 4 GB memory, and a Microsoft Windows 10 operat-
ing system. We conducted three experiments to measure the robustness of the proposed
algorithm.

2.5.1. 1st experiment: evaluation on CASIA dataset. In the first experiment, we validated
the proposed pupil localization technique on static eye images from Chinese Academy of
Sciences (CASIA) dataset as used in the previous works [32, 33, 34]. CASIA dataset was
collected from 1,000 participants with 10 times eye recording for each participant. The
resolution of each eye image was 640 × 480 pixels. We developed a simple batch script
to randomly generate 35 test images from 10,000 images of the dataset. Each image in
CASIA dataset was formatted with filename S6***So*.jpg, where * represented a digit of
0 to 9. We iterated 35 times to pick a test image image by randomizing those 4 digits.
The chosen test image was then copied to an experiment folder.

Figures 2 and 3 illustrate a method to simulate the eyelid occlusion. On each test
image, we measured the distance of upper and bottom part of pupil in pixels unit. The
distance was then divided into 10 parts. Each part represented 10% eyelid occlusion.

Figure 2. Range of pupil area that can be captured by infrared camera.
100% represents the whole pupil area is visible while 0% represents the
whole pupil area is occluded by eyelid.
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Figure 3. Eye images from CASIA dataset are modified to simulate vari-
ous eyelid occlusion ranging from no occlusion (0%) to high occlusion (90%).

(a) (b) (c) (d)

Figure 4. Validation on an image of CASIA dataset: (a) simulation of
eyelid occlusion; (b) implementation of masking an ROI; (c) image binariza-
tion with automatic thresholding; (d) pupil localization using the proposed
algorithm

Each testing image was modified by manually adding a white space simulating the eyelid
occlusion. Note that images with no occlusion (0% occlusion) were used as the ground
truth to measure the accuracy of the proposed algorithm.
Figure 4 shows implementation of the proposed algorithm on a test image. We measured

the accuracy of the proposed algorithm by computing errors of pupil center estimation.
Errors were computed from the difference of pupil center position between a benchmark
image (an eye image without eyelid occlusion) and a test image (an eye image with
occlusion):

err =

√
(x− x′)2 − (y − y′)2 (12)

where err denotes the absolute error in pixel unit. x and y represent the horizontal and
vertical coordinates of pupil center in benchmark image, respectively. x′ and y′ represent
the horizontal and vertical coordinates of pupil center in test image, respectively. The
measurement was conducted five times and errors were averaged for each test image. The
accuracy of algorithm (in %) was then computed with the following equation:

acc =
(
1− err

rad

)
∗ 100% (13)

Here, acc denotes algorithm accuracy in % and rad represents pupil radius in a benchmark
image.
We compared the accuracy of the proposed algorithm with a state-of-the-art pupil lo-

calization method proposed by Swart et al. [22]. Swart et al. implemented their algorithm
on a medical VOG system with infrared illumination in a controlled experimental environ-
ment. Their setting of experiment – more or less – was similar to what we were performed
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in our study. Additionally, we disregarded several other algorithms commonly used in a
gaze tracking system for interactive applications in real-world environment since those al-
gorithms were developed under different constraints with uncontrolled environment [45].

Swart et al. implemented a color transformation through histogram processing and a
feature identification using ellipse fitting [22]. They evaluated their algorithm on signals
of eye movements with pure nystagmus as well as signals with nystagmus and random
components. They reported a remarkable performance with an average specificity of
96.47%. However, the performance of their algorithm during extreme eyelid occlusion is
yet to be known.

In this experiment, the proposed algorithm and the state-of-the-art algorithm were
implemented on 35 test images of the CASIA dataset, yielding an average accuracy under
various eyelid occlusion. We then conducted a one-tailed statistical hypothesis testing
with 5% of significance level. Since the sample size was more than 30, we used Z-test for
hypothesis testing. The null hypothesis was the proposed pupil localization technique did
not significantly improve the accuracy of pupil localization.

2.5.2. 2nd experiment: evaluation on a captured video from a Sony PS3 Eye camera. We
also evaluated the proposed adaptive binarization method using eye images captured from
a Sony PS3 Eye camera (Sony Interactive Entertainment LLC, California). The Sony PS3
Eye camera was used in this study because it provided a wide range of configuration avail-
able for computer vision research. To capture the raw data from the camera, we installed
CL Eye Driver version 5.3.0.0341 and CL Eye Platform SDK version 1.6.4.0028 [35]. The
resolution of the camera was 640× 480 pixels with a frame rate of 75 Hz. As depicted in
panel (a) of Figure 5, the camera was positioned 17.5 cm from the ground and 23 cm in
front of a printed image of human eye. The size of the eye image was 14×14 cm, attached
on a white background paper with size of 35 × 35 cm. Panel (b) of Figure 5 shows: (1)

(a) (b)

Figure 5. The experimental setting to evaluate the proposed adaptive
thresholding method: (a) a Sony PS3 Eye camera was located in front
of a printed eye image; (b) stages of pupil localization: (1) the captured
gray scale image, (2) the eye image with masking, (3) result of adaptive
thresholding, (4) the eye image with localized pupil
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the captured gray scale image before image processing; (2) the eye image with masking;
(3) the result of adaptive thresholding; and (4) the localized pupil. The experiment was
performed by adjusting gain values of the camera to simulate various brightness levels.
The gain values were set from 0 to 79 – the minimum and maximum values were based
on the default configuration provided by CL Eye Platform SDK. We compared the pro-
posed adaptive binarization method and a conventional binarization method [30]. The
threshold value of the conventional method was defined to be 84. This predefined value
was the closest value from an average threshold value resulted by the proposed adaptive
binarization method. Comparative analysis of both binarization methods is presented in
the experimental results.

2.5.3. 3rd experiment: evaluation on captured video streams from a VOG system. In the
third experiment, the proposed algorithm and the state-of-the-art pupil localization tech-
nique were implemented in video streaming. The video data were captured using a
Mobile Eye VOG system manufactured by Applied Science Laboratories (Bedford, Mas-
sachusetts). Three male participants (average of age: 24.7 years old) joined the experiment
on voluntary basis. All participants were healthy with normal eyes. The participants wore
a VOG goggle during data recording. The video data were recorded with a resolution of
768 × 480 pixels at a frame rate about 30 Hz. The detailed procedure of data collection
was similar to a prior work by McMurrough et al. [46]. Errors of pupil localization were
obtained by measuring absolute difference between the hand-labeled ground truth and
the computed pupil positions. We processed 9,000 frames in real time using the proposed
algorithm and the state-of-the-art pupil localization algorithm.

3. Experimental Results.

3.1. 1st experiment: evaluation on CASIA dataset. Figure 6 shows the accuracy
of the proposed method and the state-of-the-art pupil localization algorithm proposed
by Swart et al. [22] during various pupil occlusion. We validated the performance of
our algorithm and the algorithm proposed by Swart et al. on eye images with 10%-
90% range of pupil occlusion. Experimental results show that the proposed algorithm
outperformed the state-of-the-art algorithm. The proposed method yielded 75.79% of
accuracy even when the pupil was 70% occluded. On the other side, the state-of-the-
art algorithm [22] yielded only 37.23% of accuracy. Statistical analysis showed that the
performance of the proposed algorithm was superior to the state-of-the-art algorithm up
to 70% eyelid occlusion (Z = 2.23, p < .05). However, the performance of the proposed
method decreased when the pupil was 80% occluded (accuracy = 51.42%, Z = 1.03,
p < .05). In this case, the proposed algorithm failed to estimate pupil center correctly
because it could not find the best model that fitted the intended pupil curvature.

3.2. 2nd experiment: evaluation on a captured video from a Sony PS3 Eye
camera. Figure 7 shows a comparative analysis of accuracy of pupil localization using
the proposed adaptive binarization and a conventional binarization method [30]. We com-
puted the average accuracy in overall gain values. Experimental results show that the
proposed adaptive binarization method yielded higher accuracy (i.e., 99.36%) compared
with the conventional binarization method (i.e., 60.8%). This results show that the pro-
posed method can handle various brightness levels. This ability plays an important role
when the proposed pupil localization algorithm is implemented in real-time video process-
ing – a condition where unwanted brightness level may be incorporated in the recorded
frames.
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Figure 6. Comparative analysis of the proposed algorithm and a state-of-
the-art algorithm [22] on estimating pupil center during various percentages
of occlusion. Solid and dashed lines represent the proposed and the state-
of-the-art algorithm, respectively. Both algorithms were implemented on
35 images randomly taken from CASIA dataset.

Figure 7. Comparative analysis of accuracy of pupil localization using
the proposed adaptive thresholding and an existing thresholding method
(T = 84) [30]

3.3. 3rd experiment: evaluation on captured video streams from a VOG sys-
tem. Figures 8 and 9 show the recorded horizontal and vertical eye movement of the
first participant. The proposed algorithm and the state-of-the-art algorithm are shown in
panel (a) and panel (b), respectively. Figure 8 shows that the proposed algorithm mini-
mized tracking error by removing spikes caused by eyelid occlusion – such as at 4 seconds,
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(a)

(b)

Figure 8. Sample of eye movement graph from the first participant during
real-time video streaming. The graphs show comparison of pupil position (in
pixels) in horizontal direction using (a) the proposed algorithm; (b) a state-
of-the-art pupil localization algorithm [22]. The vertical and horizontal axes
are coordinate (in pixels) and timestamp (in seconds), respectively.

8 seconds, 14 seconds, and 21 seconds of horizontal eye movements. Similar trends can
be observed in Figure 9. The proposed algorithm removed sharp spikes at 4 seconds, 8
seconds, 14 seconds, and 21 seconds of vertical eye movements.
Figure 10 depicts several conditions during which the proposed algorithm overcame

extreme eyelid occlusion. The proposed algorithm was able to locate the pupil position,
albeit there was a slight error on estimating coordinates of pupil center (see panel (e)
of Figure 10). On the contrary, the state-of-the-art pupil localization technique failed to
detect the pupil while producing false coordinates of pupil center (panel (f) of Figure 10).
Table 2 shows comparison of errors of the proposed algorithm and the state-of-the-art

pupil localization method. Experimental results show that the proposed algorithm yielded
better performance during real-time eye movements tracking. In this case, the z-scores
resulted from all participants were more than 1.645 – a critical value for one-tail statistical
testing with 5% significance level (p < .05). We also compared the computational time
between the proposed algorithm and the state-of-the-art algorithm. Although there was an
overhead in contour extraction and ellipse fitting stage (0.27 ms), the proposed algorithm
was still appropriate for real-time processing. Overall comparison of processing time for
a video frame is shown in Table 3.
Our experimental results show that the proposed algorithm achieves remarkable accu-

racy despite of extreme eyelid occlusion. Significant improvement has been achieved due
to implementation of cumulative histogram in the adaptive binarization and removal of
unwanted outliers during ellipse fitting. Compared with the state-of-the-art pupil local-
ization method [22], our algorithm spent 20.3% longer computational time on processing
a video frame (see Table 3). This longer computational time is due to implementation
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(a)

(b)

Figure 9. Sample of eye movement graph from the first participant during
real-time video streaming. The graphs show comparison of pupil position
(in pixels) in vertical direction using (a) the proposed algorithm; (b) a state-
of-the-art pupil localization algorithm [22]. The vertical and horizontal axes
are coordinate (in pixels) and timestamp (in seconds), respectively.

(a) (b)

(c) (d)

(e) (f)

Figure 10. Comparative performance of pupil localization on a partici-
pant during real-time video streaming using the proposed algorithm (left
panel) and a state-of-the-art algorithm [22] (right panel) at 14 s (panel (a)
and (b)), 27 s (panel (c) and (d)), and at 21 s (panel (e) and (f)).
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Table 2. Errors of pupil localization algorithms during real-time stream-
ing (in pixels)

Participant
The proposed
algorithm

The state-of-the-art
algorithm [22]

Statistical
z-score

Significance

1 12.33 19.80 5.09 p < .05
2 10.60 13.02 1.75 p < .05
3 19.87 21.87 2.95 p < .05

N = 9000 frames

Table 3. Comparative analysis of computational time on processing a
video frame (in ms)

Process
The proposed
algorithm

The state-of-the-art
algorithm [22]

Masking of ROI 0.22 0.22
Binarization 0.10 0.11

Pupil center estimation 0.27 0.18
TOTAL 3.09 2.18

of RANSAC as outliers removal during the ellipse fitting (see Figure 1). As presented in
Algorithm 2, RANSAC iteratively estimates its parameter until the data within ϵ exceed
a certain threshold t. Despite of this longer computational time, our algorithm is still
appropriate to be used in real-time processing.
Although the proposed algorithm yields better performance than the state-of-the-art

pupil localization method, automatic binarization process incorporated in the pupil lo-
calization algorithm requires an empirical value of the ratio of pixels that composes dark
area in the image. In this case, assumption has to be made prior to defining a threshold
as a baseline of acceptable cumulative histogram. Based on our empirical analysis, we
define the ratio of pixels that composes dark area around 3% out of the whole pixels.
Furthermore, we found that outliers removal based on RANSAC is prone to inconsistency
as RANSAC is a non-deterministic algorithm. In future, we plan to develop a better
outliers removal technique to obtain more consistent results.
Another constraint of this study is an assumption made before implementing the pro-

posed method to human participants. The participants should be healthy and wearing
no prescription glasses nor contact lenses. Our algorithm has been designed to deal with
extreme eyelid occlusion. On the other hand, occlusions caused by prescription glasses or
contact lenses are yet to be considered. In reality, a particular clinical trial may require
the participant to wear prescription glasses or contact lenses to see the presented stimulus
clearly. In this case, the accuracy of the proposed algorithm may decrease significantly
because the prescription glasses and the contact lenses produce unwanted light reflec-
tion [47]. In addition to this constraint, our proposed method requires the pupil to be
captured on its most common shape – the camera of the VOG system is assumed to be
positioned in front of the eye, with or without the usage of infrared reflector [11, 49, 50].
In this ideal case, the optical axis of the camera coincides with the optical axis of the
eyeball. Our method is not designed to deal with off-axial camera position, in which the
shape of the pupil may resemble an ellipse with various irregularities.

4. Conclusions. Pupil localization is an important part of a video-oculography (VOG)
system. The accuracy of eye movements measurement likely depends on how the pupil
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center is estimated in real time. Although previous works were able to estimate pupil
center with various contrasts and various image resolutions, the accuracy of the state-of-
the-art pupil localization algorithms decreases significantly when the pupil is extremely
occluded by the eyelid. In this research, we propose a novel method to improve the accura-
cy of pupil localization in real-time VOG during extreme eyelid occlusion. We implement
an adaptive image binarization based on cumulative histogram and an improved ellipse
fitting algorithm with outliers removal. Experimental results with 90% eyelid occlusion
show that the proposed algorithm increases the accuracy of pupil localization up to 51%
compared with a state-of-the-art pupil localization technique. Additionally, implementa-
tion of the proposed algorithm in video streaming demonstrates appropriateness of the
proposed method in a real-time VOG with significant accuracy improvement (p < .05).
Our future research will be conducted in a larger clinical trial. Although the proposed
algorithm yielded a good accuracy during real-time video streaming, a real clinical trial is
needed to investigate the usefulness of the proposed algorithm during detection of various
eye movements disorders. In this case, an experimental investigation involving subjects
suffering from a balance disorder or a head injury may reveal how the proposed algorithm
gives a significant impact in medical diagnosis.
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