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Abstract. Surface defect detection is very crucial for product quality control. A visual
detection method based on low rank and sparse representation for surface defect detec-
tion of the wind turbine blade is brought forward in this paper. Two terms, which are
the Laplacian regularization term and the noise term, were added into robust principal
component analysis (RPCA). The noise term defined by F-norm is used to suppress un-
even illumination and Gaussian noise, and the Laplacian regularization term is utilized
to constrain the spatial relationship of superpixels. The defect image is considered to
consist of a low rank matrix, a sparse matrix and a noise matrix, which corresponds
with non-defect portion, defect portion and the noise portion of the image. At first, the
proposed method segments the input image into a number of non-overlapping superpixels
and extracts their features. Then, the optimal salient map is generated via the proposed
method. Finally, the binary image is obtained by Otsu method. By quantitative and
qualitative evaluation, experimental results illustrate that the proposed method is superi-
or in terms of robustness and accuracy compared with 10 state-of-the-art methods on the
synthetic and real images.
Keywords: Surface defect detection, Visual saliency, Low rank and sparse representa-
tion, Computer vision, Robust principal component analysis

1. Introduction. As one of the most important renewable energies, wind energy has
been exploited in many countries in recent years. The blade is an important component
of wind turbine system; it is reported that the cost of blades accounts for 15-20% of
the overall wind turbine cost [1]. Nowadays the wind turbine blade becomes larger and
larger, blade damage is one of common types of damage in wind turbine system and its
repair needs long time and is also very expensive. Therefore, condition inspection and
defect detection of the blade have been vigorously researched to ensure the blade quality.
The methods include vibration analysis, performance monitoring, acoustic emission, ra-
diographic inspection, ultrasonic testing techniques, strain measurement, thermography,
electrical effects, and so on [2]. These methods usually require special equipment or in-
stallation of a large number of sensors to inspect the blade in factory or before the blade
is assembled into the wind turbine at the wind farm [3], and they are not suitable for
routine inspection of wind turbine blade during the service at the wind farm. Employ-
ing unmanned aerial vehicles to inspect the surface condition of wind turbine blade has
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been tried recently [4], because this method can capture images or videos of the blade to
analyse whether there are defects or not through image processing approaches.
In fact, surface defect detection is very important for many industrial fields. The tra-

ditional surface defect detection methods mainly depend on observation via human eyes,
and they are not only inefficient, time-consuming and laborious, but easily affected by per-
sonal and environmental factors. With the development of image processing technology,
computer vision-based defect detection has been rapidly developed and has been applied
in product quality monitoring, such as fabric [5], PCB printing plates [6], steel plates [7],
solar cells [8] and TFT-LCD panels [9]. There are about three types of methods for surface
defect detection: spatial statistical methods, spectral methods, and model-based meth-
ods. Spatial statistical methods utilize diverse statistical properties of defects to detect
defects, but the detection results are susceptible to the shape and pattern of the defect.
In addition, these methods cannot exploit the image’s global information effectively, and
detection results are prone to be influenced by noise. Spectral methods transform the
image to the spectrum domain to discriminate defects, but their performance depends
largely on the chosen filter. Model-based methods extract features of the defect through
modeling and parameter estimation techniques. Defect detection is realized by discrim-
inating whether the test image conforms with the normal model. Model-based methods
could obtain satisfactory detection performance, but they are limited in real applications
because of high computational complexity.
Saliency detection, as a promising research field, has been used in many situations,

such as quality assessment [10], object recognition [11], image segmentation [12] and
compression [13], and image retrieval [14]. The surface defect regions can be regarded as
salient regions and non-defect regions can be seen as the background, so saliency detection
methods can be applied to surface defect detection. The crucial work of saliency detection
is to generate a salient map. Salient values of pixels or regions represent their salient degree
in an image. The larger the value, the higher the salient degree. The computational
complexity can be reduced by focusing on the salient regions.
Bottom-up and top-down models are the main methods for image saliency detection

[15,16]. Top-down models are task-driven, which need to extract the visual information of
an object and form a salient map through training and learning, and deep-learning based
methods belong to top-down models. In contrast, bottom-up models explore low-level
vision features to form a salient map, such as location, texture and colour. Thus, they are
stimulus-driven. Some visual priors are utilized to enhance the accuracy, such as contrast
prior [17], background prior [18] and center-dark channel prior [19]. Compared with
the top-down models, bottom-up models have less computational complexity and better
generality. Many researchers are devoted to the study of detecting image saliency. Itti et
al. [20] present a visual attention system to generate salient maps via center and surround
filter. Achanta et al. [21] propose a frequency-tuned method, which adopts colour and
luminance features to estimate center-surround contrast. Although this method is simple
and efficient, the salient map contains a large amount of background noise. Goferman
et al. [22] put forward a context-aware saliency detection approach, but the salient map
would contain parts of background. Jiang et al. [23] utilize an absorbing Markov chain
to formulate image salient detection, and the saliency of a region hinges on its absorbed
time. Yang et al. [24] adopt manifold ranking to rank the similarity of superpixels with
foreground and background seeds. According to this model, Wang et al. [25] suggest
detecting saliency by combining local graph structure and background priors together,
so salient information among different nodes can be jointly exploited. However, a fully
connected graph has high computational cost. Combining top-down learning methods and
bottom-up contrast-based saliency models, Tong et al. [26] present a bootstrap learning
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method to detect salient object, which generates training samples via a bottom-up model.
Although these methods have achieved certain effects on saliency detection, there are still
problems that salient regions are not obvious, incomplete and even have background noise.
So sometimes it is difficult to distinguish salient regions from the background.

Low rank representation has been utilized to detect defects recently, which considers the
defect image is composed of defect foreground and non-defect background, and these two
portions can be expressed by a sparse matrix and a low rank matrix, respectively. Shen
and Wu [27] combine low-level features and higher-level priori to detect salient object, and
decompose an image into non-salient regions and salient regions represented by a low rank
matrix and a sparse matrix. Based on robust principal component analysis (RPCA), Yao
et al. [28] propose a method to detect solar cells surface defects, which transforms a pair of
images into one matrix. This method requires all images must be collected under the same
conditions. Huangpeng et al. [29] detect defects by a low-rank representation and texture
prior. Cen et al. [9] apply low rank matrix reconstruction to TFT-LCD panels surface
defect detection, but it does not consider the effect of noise and uneven illumination and
can only deal with images with simple background. Cao et al. [30] detect fabric defects
with NRPCA, which added a noise term to the RPCA model, but this approach cannot
detect whole defect regions because of ignoring the connectivity of pixels. Zhou et al. [31]
segment surface defect via a double low-rank and sparse decomposition method, which
considers that the feature vectors of defect regions lie in a low-dimensional space and the
defect regions are highly correlated, the defect feature matrix thus is low rank rather than
sparse. However, this is not the case, when there are different types of defects in an image,
the low rank property of defects could be broken. Therefore, the detection performance
is poor for multi-region defects.

Inspired by the above approaches, a visual surface defect detection method combined
low rank and sparse representation is proposed. The main contribution of our work can
be summarized as follows. Firstly, a noise term is added to reduce the effect of noise
and uneven illumination based on RPCA. Secondly, a Laplacian regularization term is
applied to constrain the spatial relationship of superpixels, which is beneficial to detect
whole defect regions. Through these two added terms, our method can detect surface
defects more completely and accurately, and also can suppress uneven illumination and
noise effectively. Finally, we test the method on the synthetic and real images.

The remainder of the paper is organized as follows. In Section 2, we elaborate the
proposed method and the specific procedures. Section 3 describes the process of surface
defect detection. In Section 4, we discuss the experimental results in detail. Finally, the
conclusion is drawn in Section 5.

2. The Proposed Method. At present, researchers have done great efforts and already
have made some progress in visual surface defect detection [5-9,27-31], but there are still
some problems or difficulties about visual surface defect detection. As images are easily
affected by environment, illumination, noise and so on, it is difficult to detect defects
effectively when these factors change. How to construct a robust detection method to
adapt to illumination changes, noise and other external environmental interference is
one of the problems to be solved. At the same time, due to the variety of detection
objects and defect types, and unclear relationship between the mechanism of defects and
their external expressions, it is hard to effectively extract defect features, describe defects
and their characteristics, which makes defect segmentation difficult. Our work is mainly
to resolve the impact of noise and uneven illumination on the image and improve the
robustness of defect detection method.
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In this section, we elaborate the principle of surface defect detection based on low rank
and sparse representation.

2.1. RPCA method. According to RPCA [32], the feature matrix of an image D can
be decomposed into a low rank matrix L and a sparse matrix S, which can be expressed
as

D = L+ S (1)

Equation (1) can be described as one optimization problem as follows:
{

min
L,S

(rank(L) + λ ‖S‖
0
)

s.t. D = L+ S
(2)

where rank(·) represents the rank of a matrix; ‖·‖
0
is the l0 norm of a matrix. Formula

(2) is relaxed to a following convex optimization problem for it is an NP-hard problem.
{

min
L,S

(‖L‖∗ + λ ‖S‖
1
)

s.t. D = L+ S
(3)

where ‖·‖∗ is a convex relaxation of rank(·) and denotes the nuclear norm of a matrix,
which is equal to the sum of the singular values of a matrix. ‖·‖

1
represents the l1 norm

of a matrix, which is equal to the sum of the absolute values of all elements of a matrix.
λ > 0 is used to balance L and S. The detection performance of RPCA is poor because
it cannot detect the whole defect region and has a large amount of noise.

2.2. The proposed method based on RPCA. All regions of the background are
usually strongly correlated and located in a low-dimensional subspace, the background
thus can be characterized by a low rank matrix. However, defect regions are different from
the background and can be regarded as the salient object, which can be characterized
by a sparse matrix. In order to detect continuous defect regions, suppress noise, and
reduce the influence of uneven illumination, the F -norm term is added to suppress uneven
illumination and noise, and the Laplacian regularization term is used to constrain the
spatial relationship of pixels or superpixels, which is beneficial to detect continuous defect
regions. The model can be expressed as follows:

{

min
L,S,G

(

rank(L) + λ ‖S‖
0
+ βΘ(L, S) + γ

2
‖G‖2F

)

s.t. D = L+ S +G
(4)

where D,L, S,G ∈ RN×K represent the feature matrix, the low rank matrix, the sparse
matrix and the noise matrix, respectively. N and K denote the number of features and
superpixels, respectively. ‖·‖F is the F -norm of a matrix; λ, β and γ are regularization
parameters, and they are all larger than zero; Θ(L, S) represents the Laplacian regular-
ization term, and it can keep the local consistency and invariance among the spatially
adjacent superpixels which have similar salient values in a salient map. The Laplacian
regularization term is beneficial to the segmentation of defects and can segment defects
from the background as much as possible.

Θ(S, L) =
1

2

K
∑

i,j=1

‖si − sj‖
2

2
wij = tr

(

SMST
)

(5)

wij =

{

exp
(

−‖pi−pj‖
2
2

2σ2

)

, pi and pj are adjacent superpixels

0, otherwise
(6)
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where tr(·) is the trace of a matrix; wij ∈ W , W ∈ RK×K , W is the weight matrix and

it represents the feature similarity among all of superpixels. ‖pi − pj‖
2

2
represents the

Euclidean distance between average colour of superpixels pi and pj in CIELAB; σ is a
scalar; M ∈ RK×K is the Laplacian matrix.

Mij =

{

−wij , i 6= j
∑

i 6=j

wij, otherwise (7)

By using ‖·‖∗ and ‖·‖
1
to replace rank(·) and ‖·‖

0
, Equation (4) becomes the following

convex optimization problem.
{

min
L,S,G

(

‖L‖∗ + λ ‖S‖
1
+ βΘ(L, S) + γ

2
‖G‖2F

)

s.t. D = L+ S +G
(8)

By introducing an auxiliary variable H , and let H = S, then
{

min
L,S,G,H

(

‖L‖∗ + λ ‖S‖
1
+ βtr

(

HMHT
)

+ γ

2
‖G‖2F

)

s.t. D = L+ S +G, H = S
(9)

Its augmented Lagrangian function is expressed as:

O(L, S,G,H, Y1, Y2, µ)

= min
(

‖L‖∗ + λ ‖S‖
1
+ βtr

(

HMHT
)

+
γ

2
‖G‖2F + tr

(

Y T
1
(D − L− S −G)

)

+ tr
(

Y T
2
(H − S)

)

+
µ

2
‖D − L− S −G‖2F +

µ

2
‖H − S‖2F

)

(10)

where Y1 and Y2 are Lagrange multipliers, µ > 0 is a regularization parameter. Thus,
Equation (10) can be rewritten as follows:

O(L, S,G,H, Y1, Y2, µ)

= min

(

1

µ
‖L‖∗ +

λ

µ
‖S‖

1
+

β

µ
tr
(

HMHT
)

+
γ

2µ
‖G‖2F

+
1

2

∥

∥

∥

∥

D − L− S −G+
Y1

µ

∥

∥

∥

∥

2

F

+
1

2

∥

∥

∥

∥

H − S +
Y2

µ

∥

∥

∥

∥

2

F

)

(11)

The ADMM [33] algorithm is used to solve H , L, S and G.
Updating H : To update H with fixed L, S and G

min
H

(

1

2

∥

∥

∥

∥

H − S +
Y2

µ

∥

∥

∥

∥

2

F

+
β

µ
tr
(

HMHT
)

)

(12)

For the derivative of (12) with respect to H , set it equal to zero, and the solution can
be calculated as:

H =

(

S −
Y2

µ

)(

I +
2β

µ
M

)−1

(13)

Updating L: To update L with fixed H , S and G

min
L

(

1

µ
‖L‖∗ +

1

2

∥

∥

∥

∥

(

D − S −G+
Y1

µ

)

− L

∥

∥

∥

∥

2

F

)

(14)

The solution is

L = UΨ 1
µ
(Σ)V T (15)
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where (U,Σ, V ) = svd
(

D − S −G + Y1

µ

)

, svd(·) denotes singular value decomposition.

Ψ 1
µ
(T ) = sgn(T ) ·max

(

|T | −
1

µ
, 0

)

=







Tij −
1

µ
, Tij >

1

µ

0, − 1

µ
≤ Tij ≤

1

µ

Tij +
1

µ
, Tij < − 1

µ

(16)

Updating S: Fix H , L, G and update S

min
S

(

λ

µ
‖S‖

1
+

1

2

∥

∥

∥

∥

(

D − L−G+
Y1

µ

)

− S

∥

∥

∥

∥

2

F

+
1

2

∥

∥

∥

∥

(

H +
Y2

µ

)

− S

∥

∥

∥

∥

2

F

)

(17)

It can be expressed as follows:

min
S

(

λ

4µ
‖S‖

1
+

1

2

∥

∥

∥

∥

1

2

(

D +H − L−G +
Y1 + Y2

µ

)

− S

∥

∥

∥

∥

2

F

)

(18)

The solution is

S = Ψ λ
4µ

[

1

2

(

D +H − L−G +
Y1 + Y2

µ

)]

(19)

Updating G: To update G with fixed H , L and S

min
G

(

γ

2µ
‖G‖2F +

1

2

∥

∥

∥

∥

D − L− S −G+
Y1

µ

∥

∥

∥

∥

2

F

)

(20)

With respect to G, take the derivative of (20) and set it to be zero, the solution is

G =
µ(D − L− S) + Y1

γ + µ
(21)

Updating Y1, Y2 and µ:

Y1 = Y1 + µ(D − L− S −G) (22)

Y2 = Y2 + µ(H − S) (23)

µ = min(ρµ, µmax), ρ > 0 (24)

The algorithm can be described as follows.
Input: Feature matrix D

Output: Low rank matrix L, sparse matrix S and noise matrix G

Step 1: Initialize L = S = G = H = 0, Y1 = Y2 = 0 and related parameters λ = 0.03,
β = 0.01, γ = 0.05, K = 300, ρ = 1.1, µmax = 1e+10, ε = 1e-7, µ = 0.1 and kmax = 1000.
Step 2: Update H , L, S, and G according to Formulas (13), (15), (19) and (21).
Step 3: Update Y1, Y2 and µ according to Formulas (22) ∼ (24).
Step 4: Determine whether the maximum number of iterations kmax is reached or error

is less than ε. If yes, then output L, S, G and finish; Otherwise, update the number of
iterations and go to Step 2.
Combined low rank and sparse representation, this algorithm can improve the accuracy

of defect detection by adding a noise term and considering the correlation between non-
defect portions and defect portions. It also has strong robustness to uneven illumination
and noise.

3. Defect Detection Process. In this section, we introduce surface defect segmentation
based on the proposed method. Figure 1 is the framework of surface defect detection for
wind turbine blade.
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Figure 1. The framework of surface defect detection

3.1. Superpixel segmentation. The surface defect portion and the non-defect portion
of wind turbine blades have different characteristics, such as colour and texture. We first
partition an input defect image I into K non-overlapping superpixels P = {p1, p2, . . . , pk}
via SLIC algorithm [34].

3.2. Feature extraction. Each superpixel is an N -dimension feature vector and can be
denoted as di ∈ RN . We extract colour feature, Gabor feature and steerable pyramid
feature of an image according to [27]. The image feature matrix D = {d1, d2, . . . , dK} ∈
RN×K .

Colour feature: We extract three colour values of the red, green and blue combining
with the hue and the saturation of HSV colour space to form colour feature. The average
colour feature of pixels which belong to the same superpixel is defined as colour feature
of this superpixel.

Gabor feature: Gabor filters are particularly fit for texture description and discrimina-
tion because the frequency and direction of Gabor filters are similar to the human visual
system. We employ Gabor filters with 12 directions on 3 different scales to yield 36 filter
responses for each pixel.

Steerable pyramid feature: We utilize steerable pyramids filters with 6 directions on 2
different scales to yield 12 filter responses for each pixel.

3.3. Generating the salient map via the proposed method. According to the pro-
posed method, the input image feature matrix D is decomposed into three components:
L, S and G. According to the obtained sparse matrix S = {s1, s2, . . . , sk}, salient values
of superpixels can be calculated as follows:

ai = ‖si‖1 , i = 1, 2, . . . , K (25)
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where ai represents the salient value of superpixel pi, si denotes the ith column of S, ‖·‖
1

represents the l1 norm of a vector. The larger ai, the greater the probability that the
superpixel is a salient portion. And now, a salient map of the input image is constructed.
From the initial salient map of Figure 1, it is seen that our proposed method can suppress
the uneven illumination and noise effectively, and it also can improve the accuracy of
surface defect detection.

3.4. The optimization of salient map. In order to enhance the salient map, the op-
timization method [35] is adopted. The cost function is defined as:

min
ai

(

K
∑

i=1

wb
ia

2

i +

K
∑

i=1

w
f
i (ai − 1)2 +

K
∑

i,j=1

wij (ai − aj)
2

)

(26)

where wb
i is the salient value of superpixel pi in the background image, wf

i is the salient
value of superpixel pi in the foreground image, which can be obtained according to Equa-
tion (25). Formula (26) can be rewritten as follows:

min
A

(

ATW bA+ ATW fA− 2W fA+W fI + 2ATMA
)

(27)

where A = (a1, a2, . . . , aK)
T , W b = diag

[

(

wb
1
, wb

2
, . . . , wb

K

)T
]

∈ RK×K, W f = diag
[ (

w
f
1
,

w
f
2
, . . . , w

f
K

)T ]

∈ RK×K, diag(·) represents a diagonal matrix, M ∈ RK×K is the Lapla-

cian matrix, I ∈ RK×1 is a one vector. By taking the derivative of (27) with respect to A

and setting it to be zero, the solution is

A =
(

W f +W b + 2M
)−1

W fI (28)

Through optimization, the salient values of defect regions are increased, and the salient
values of non-defect regions are reduced, so the salient map of the defect object is im-
proved.

3.5. Defect segmentation. Finally, Otsu algorithm [36] is performed on the salient
map. Otsu algorithm is a clustering method, and it divides gray levels of an image into
two classes, which has the maximum between-class variance and the minimum within-
class variance. Ostu algorithm can be used to automatically select the optimal threshold
for binarization, and it can obtain the minimum error probability of classification. See
the binary image of Figure 1, and white pixels denote surface defects.

4. Experimental Results and Analysis. In order to evaluate the performance of our
proposed method, a synthetic dataset including 282 images was constructed. This syn-
thetic experiment focuses on the robustness of methods under uneven illumination and
Gaussian noise. We select 10 state-of-the-art methods including RPCA [32], NRPCA [30],
WLRR [37], DLRSD [31], Wavelet [38], SR [39], FF [40], CA [22], GMR [24] and SROD
[41] to compare with our method. Among them, RPCA, NRPCA, WLRR and DLRSD
are low rank represent methods. SR is the spectral residual approach. FF denotes salient
region detection method via fusing bottom-up and top-down features; CA represents the
context-aware saliency method; Wavelet uses wavelet transform to extract low-level fea-
tures and then detect image saliency; GMR adopts graph-based manifold ranking to detect
saliency; SROD is a saliency detection by sparse residual and outlier detection. These
methods use default parameters that authors set in their source codes. We adopt these
methods to detect surface defect of wind turbine blade. The simulation environment is:
operating system is Windows 10, simulation software is MATLAB R2017b, CPU is Intel
(R) i5 3.6 GHz and RAM is 16 GB.
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4.1. Parameter settings. In Equation (4), there are three parameters λ, β and γ in
our model, and we also discuss how to select the number of superpixels K. We tune
their values to carry out some experiments and test the detection performance of the
proposed method. We select their values according to weighted Fw

β -measure (WF) [42].
Figure 2 shows the relationship among parameters. When λ ∈ [0.01, 0.05], β ∈ [0.005, 0.1],
γ ∈ [0.05, 0.1], K ∈ [250, 300], WF can attain a better value. In our experiments, we set
λ = 0.03, β = 0.01, γ = 0.05 and K = 300, which can achieve much better segmentation
results.

(a) The relationship between λ and WF (b) The relationship between β and WF

(c) The relationship between γ and WF (d) The relationship between K and WF

Figure 2. The relationship among parameters

4.2. Qualitative comparison. To analyse the performance of each method, the syn-
thetic experiment is divided into three groups. In the first group, the defect images are
under uniform illumination, and Figure 3 displays part of detection results. The defect
images are under uneven illumination in the second group, Figure 4 shows part of detec-
tion results of this group. In the last group, we add Gaussian noise into defect images, in
which SNR is from 10dB to 50dB, and some results are shown in Figure 5.

From Figure 3, we can see that RPCA and NRPCA have similar detection results, and
they can detect part of defects, but the border of defects is not accurate, and sometimes
fail to identify the square defect regions. DLRSD cannot uniformly highlight multiple
defects, so it would miss some defects in the final binary image. The salient maps ob-
tained by Wavelet contain a large amount of noise, and defect regions are difficult to be
distinguished. In some case, GMR cannot detect whole defect regions and the border of
defect is not accurate. For SROD, the salient maps are blurred, incomplete and inaccu-
racy. Although the salient maps have some differences, SR, FF and CA can only detect
the border of defects. WLRR and our proposed method have the better detection results,
and both can detect defects completely and accurately.



54 J. CAO, G. YANG, X. YANG AND J. LI

Figure 3. Comparison under uniform illumination. (a) Original image;
(b) ground-truth; (c) RPCA; (d) NRPCA; (e) WLRR; (f) DLRSD; (g)
Wavelet; (h) GMR; (i) SROD; (j) SR; (k) FF; (l) CA; (m) our proposed
method.

Figure 4. Comparison under uneven illumination. (a) Original image; (b)
ground-truth; (c) RPCA; (d) NRPCA; (e) WLRR; (f) DLRSD; (g) Wavelet;
(h) GMR; (i) SROD; (j) SR; (k) FF; (l) CA; (m) our proposed method.

It can be concluded from Figure 4 that salient maps obtained by RPCA and NRPCA
just have part of defects border and it is not accurate, the square defect cannot be de-
tected. WLRR and DLRSD could not detect effectively in the condition of row 1 and 2,
and DLRSD cannot detect whole defects when there are multiple defect regions. SROD
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Figure 5. Comparison with different SNR values. (a) Original image; (b)
ground-truth; (c) RPCA; (d) NRPCA; (e) WLRR; (f) DLRSD; (g) Wavelet;
(h) GMR; (i) SROD; (j) SR; (k) FF; (l) CA; (m) our proposed method.

perform badly, the salient maps are blurred and contain a lot of noise, and it is difficult
to distinguish defects form background. As for Wavelet, results have serious halo effect.
GMR misses detecting some defects when an image contains multiple defects. And SR,
FF and CA can only detect the border of defects, and results become worse than uniform
illumination. Although uneven illumination has a certain influence on the salient map,
our method achieves better results and could detect defects completely and accurately.

It can be seen from Figure 5 that all methods cannot detect defects effectively when
SNR = 10 dB (e.g., row 1). When SNR = 20 dB (e.g., row 2, 3, 4, 5 and 6), RPCA
and NRPCA could detect the approximate border of defects, but NRPCA can suppress
noise better. WLRR and DLRSD cannot detect defects effectively in some conditions
(e.g., row 3 and 5). DLRSD and GMR could miss detecting some defects when there are
multiple defects. The rest methods, such as SROD, SR, FF, CA and Wavelet, are unable
to perform effective detection. This is because they could not suppress Gaussian noise
and the salient maps contain a large amount of noise. Although the noise has a certain
influence on results (e.g., row 4 and 5), the proposed method achieves better detection
performance among all methods. When SNR ≥ 30 dB, the noise has a little influence on
the detection results of each method.

From the above results, it can be found that the proposed method has attained better
detection performance whether under uneven illumination or in Gaussian noise.

4.3. Quantitative comparison. We adopt six quantitative metrics to analyse the per-
formance of each method: precision-recall (PR) curve, F -measure curve, area under the
receiver operation characteristic (AUC), weighted Fw

β -measure (WF), mean absolute error
(MAE) and overlapping ratio (OR).

The definitions of precision rate (P), recall rate (R), false positive rate (FPR), true
positive rate (TPR), OR and MAE are as follows:
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P =
TP

TP + FP
(29)

R =
TP

TP + FN
(30)

FPR =
FP

FP + TN
(31)

TPR =
TP

TP + FN
(32)

OR =
|S ∩G|

|S ∪G|
(33)

MAE =

∑H
l=1

∑W
m=1

|S(l, m)−G(l, m)|

H ×W
(34)

where TP, TN, FP and FN represent the number of true positives, true negatives, false
positives and false negatives in a salient map, respectively. A pixel is seen as a positive
sample when it belongs to the defect; otherwise, a pixel is seen as a negative sample. S

denotes the salient map and G is the ground-truth. H denotes the height of the input
image and W represents the width of the input image.
By setting a series of discrete threshold within range [0, 255], PR curve can be obtained

on a grayscale salient map. A method achieves the better performance when its PR curve
is closer to the upper left. Figure 6(a) shows PR curves of all methods. We can make
the conclusion that the proposed method has attained better performance than other
methods. For P and R cannot evaluate the performance comprehensively, F -measure is
used, which is defined as

F =
(1 + β2)P × R

β2P +R
(35)

where β2 = 0.3 to emphasize precision [21]. From Figure 6(b), it can be seen that the
proposed method has a higher F -measure value in many cases. We can come to the
conclusion that our method outperforms other methods, and it also demonstrates the
effectiveness of our method.

(a) PR curves (b) F -measure curves

Figure 6. The performance curves of all methods
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The results of all methods on MAE, WF, AUC and OR are listed in Table 1. The
optimal results are marked in bold, and the sub-optimal results are marked in italics.
It can be shown that our method has achieved the best performance in MAE, WF and
OR. Compared with GMR, the proposed method decreased by 3.24% in MAE, increased
by 6.55% and 11.83% in WF and OR, respectively. AUC of our method is smaller than
Wavelet, but larger than other methods. However, the other metrics of Wavelet are not
good.

Table 1. Results of all methods on MAE, WF, AUC and OR

Methods MAE ↓ WF ↑ AUC ↑ OR ↑
WLRR 0.09087 0.66460 0.88540 0.68752
DLRSD 0.11131 0.52601 0.86008 0.59416
RPCA 0.14577 0.12909 0.55609 0.14508
NRPCA 0.10601 0.11814 0.54695 0.12993

SR 0.14029 0.05745 0.49647 0.09432
FF 0.13155 0.06608 0.52401 0.09386
CA 0.17111 0.18223 0.78815 0.30352

Wavelet 0.19462 0.22748 0.91014 0.55422
GMR 0.05669 0.72644 0.85861 0.74571

SROD 0.27906 0.16793 0.77667 0.27412
Ours 0.02432 0.79196 0.90136 0.86397

Through the above qualitative and quantitative evaluation, we can conclude that our
proposed method is more effective in suppressing Gaussian noise and uneven illumination
than other 10 state-of-the-art methods and has the best detection performance.

At last, we adopt all methods to surface defect detection of wind turbine blade, and the
dataset includes 34 defective images and their ground-truth. Figure 7 shows some results
of surface defect detection of wind turbine blades.

From Figure 7, the similar conclusions can be drawn as in the synthetic experiment.
RPCA and NRPCA can only detect part of defects border roughly. Results in RPCA
contain a great deal of noise, and NPRCA can suppress noise because of the noise term.
However, both of them cannot detect surface defects effectively because they do not
consider the relationship of superpixels and cannot suppress the effect of the uneven
illumination. The defect regions are not correct in row 1 and 2. WLRR cannot detect
defect regions effectively in the uneven illumination (e.g., row 1 and 2), and DLRSD
cannot detect complete defect regions in many cases. These four methods based on low
rank representation cannot detect defects effectively because they do not consider the
noise and the relationship of superpixels simultaneously. For Wavelet, SROD and CA,
the border of defects is blurred and results have a large amount of background noise. GMR
perform badly in many cases (e.g., row 2 to 6). SR and FF are unable to perform effective
detection because it is difficult to identify defects from their results. Our proposed method
can detect defects completely and accurately and achieves superior performance among
all methods.

PR curves and F -measure curves of all methods are shown in Figure 8(a) and Figure
8(b), respectively. We can see that our proposed method has the best performance.
According to Table 2, AUC of our method is less than Wavelet and bigger than other
methods, but the results of Wavelet in visualized detection are not ideal and the defect
regions are difficult to identify. As to the other metrics such as MAE, WF and OR, Table
2 shows that our method has obtained the best performance. Compared with NRPCA,
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Figure 7. Surface defect detection results of wind turbine blades. (a)
Original image; (b) ground-truth; (c) RPCA; (d) NRPCA; (e) WLRR; (f)
DLRSD; (g) Wavelet; (h) GMR; (i) SROD; (j) SR; (k) FF; (l) CA; (m) our
proposed method.

(a) PR curves (b) F -measure curves

Figure 8. The performance curves of all methods

the proposed method decreased by 2.55% in MAE. Compared with WLRR, our method
increased by 23.59% and 17.63% in WF and OR, respectively.

5. Conclusion. In this paper, combined visual saliency detection and RPCA, a method
for detecting surface defects of wind turbine blades is proposed. Uneven illumination
and Gaussian noise can be suppressed effectively by adding a noise term and a Laplacian
regularization term to basic RPCA model. Through the experiments, we can draw the
conclusion that the proposed method has better performance and higher accuracy for the
surface defect detection of wind turbine blade compared with other 10 approaches.
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Table 2. Results of all methods on MAE, WF, AUC and OR

Methods MAE ↓ WF ↑ AUC ↑ OR ↑
WLRR 0.088607 0.46557 0.89555 0.42554

DLRSD 0.065056 0.22325 0.79470 0.34755
RPCA 0.067646 0.17451 0.79053 0.20433
NRPCA 0.047874 0.23600 0.64455 0.34203

SR 0.057428 0.08796 0.59005 0.12787
FF 0.064575 0.08930 0.62730 0.17600
CA 0.080609 0.17901 0.89149 0.25079

Wavelet 0.170440 0.14315 0.94744 0.30638
GMR 0.287420 0.23988 0.65540 0.38679
SROD 0.158890 0.17490 0.92190 0.24314
Ours 0.022377 0.70143 0.92326 0.60183
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