FIXED-TIME DYNAMIC SURFACE CONTROL FOR POWER SYSTEMS WITH STATCOM
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ABSTRACT. This paper develops a fixed-time control design for power systems with STATCOM via a dynamic surface control approach. In order to avoid the problem of “explosion of terms” inherent in backstepping algorithm, the proposed dynamic surface control strategy is developed to avoid such a problem. Based on the Lyapunov direct method, the stability of the closed-loop dynamics is proved to ensure that all trajectories of the closed-loop dynamics are semi-globally fixed-timely uniformly ultimately bounded. The effectiveness and superiority of the presented design are verified on a single-machine infinite bus power system. The simulation results exhibit that the presented control can effectively improve dynamic performances, rapidly suppress power system oscillations of the overall closed-loop dynamics in a fixed time, and has the superior performances over a conventional dynamic surface control approach.
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1. Introduction. There is a rapidly increasing growth in the size and complexity of modern power systems. Therefore, such power systems are highly nonlinear complex dynamical systems, thereby leading difficulties to maintain power system stability and operation. With a complex nonlinear dynamic behavior of power systems, there are lots of attempts in finding out effective and promising methods to enhance system stability and dynamic performances under unpredictable disturbances. To enhance power system stability and achieve the desired control objectives, there are recently major three approaches: an excitation control of synchronous generators [1], a combined generator excitation with energy storage system control [2], and a combination of generator excitation and Flexible AC Transmission System (FACTS) devices [3, 4].

Because of currently fast developments in power electronic devices, the combined generator excitation control and FACTS devices provide an opportunity to effectively deal with a variety of problems such as the existing transmission facilities and several constraints to build new transmission lines. Among FACTS family, Static Synchronous Compensator (STATCOM) [3, 4] is used in this paper to increase the grid transfer capability, improve voltage stability, damp out power oscillation, and enhance transient stability. Moreover,
to further cope with several problems arising in power systems, the coordination of generator excitation and STATCOM is a promising and effective approach and has received increasing attention.

To the best of our knowledge, a variety of control design techniques for a combined generator excitation and STATCOM control [5-15] via nonlinear control theory have been investigated. A nonlinear feedback linearizing controller [5] based on a coordination of the zero dynamic approach and the pole-assignment method was presented for transient stability enhancement of Single-Machine Infinite Bus (SMIB) system. A coordinated adaptive nonlinear control was developed to improve power system stability of a Single-Machine Infinite Bus system (SMIB) [6] and multi-machine power systems [7, 8]. Using backstepping design combined with passivity theory, a coordinated nonlinear control [9] was designed. An interconnection and damping assignment passivity-based control [10] was proposed to improve both transient stability and voltage regulation. Based on Immersion and Invariance (I&I) design [11], a nonlinear control was presented for the power systems in the presence of unknown parameters. An intelligent control design [12] was proposed for dealing with random loads in both SMIB and large-scale power systems. Kanchanaharuthai and Mujjalinvimut [13] proposed a backstepping control with rapid-convergent differentiator to avoid the problem of “explosion of complexity” [14] arising in calculating the derivative of the virtual control functions. The rapid-convergent differentiator design is used to estimate the derivative of the virtual control functions, and has a high precision together with no chattering behavior. More recently, Ni et al. [15] proposed a nonlinear controller via a combination of Dynamic Surface Control (DSC) [16], high-order sliding mode control, and fixed-time stability theory to address voltage stabilization, to suppress chaotic oscillation in power systems with current source converter-based STATCOM, and to accomplish good chaos suppression performances.

Motivated by these control methods, this paper continues this line of investigation but uses a new control design to avoid the problem of “explosion of terms”. This problem often occurs in large-scale systems, thereby leading to a complexity from computing the derivative of the virtual control functions in each design step. There have recently been three methods employed to cope with this problem. The first one is a command filtered backstepping method [17] which can be viewed as another modified backstepping control. This method introduces a command filter that avoids analytic computation of derivatives of virtual control functions but approximates the derivative of the virtual control instead. The errors from the command filters can be reduced with the combination of compensation signals. The second one is a first-order Levant differentiator [18] that can exactly estimate the derivatives in finite time. However, this technique has an unavoidable drawback because the parameters of first differentiator need to be suitably selected. The last one is a dynamic surface control method using dynamic linear filters to avoid directly computing the derivatives of virtual control functions. However, this paper introduces nonlinear filters to find out the derivatives of such virtual control functions. Following an idea given in [15], the nonlinear filters used in the design procedure of this paper not only further improve transient performances, but also help drive all trajectories of the closed-loop system to the desired equilibrium in a fixed time.

In this paper, a systematic control algorithm for designing a nonlinear stabilizing feedback controller for power systems with STATCOM via a dynamic surface control is presented. In addition, with the help of a combination of DSC approach and the fixed-time control design, the proposed control scheme can accomplish semi-global uniformly ultimate boundedness of all trajectories of the system within finite time. Although the developed control design follows the idea presented in [15], the main differences are as follows: (i) the presented control focuses on the design of a state feedback control law
using different measurable states such as active power of excitation and STATCOM; (ii) enhancement of transient stability and voltage regulation together with faster response ability are stressed.

Therefore, the major contributions of this paper are summarized as follows: (i) A fixed-time stable dynamic surface control scheme which can improve transient stability and stabilize the power systems with STATCOM, has not been investigated before; (ii) All trajectories of the overall closed-loop system are semi-globally ultimately bounded and converge to a small neighborhood of the equilibrium point within a fixed time; and (iii) Compared with a conventional dynamic surface control, the presented controller without computing directly the virtual control functions offers more advantages: faster response ability and the shorter settling time to reach the desired equilibrium, further enhancement of power system stability.

The rest of this paper is organized as follows. Simplified synchronous generator and STATCOM models are briefly described and control problem formulation is given in Section 2. A fixed-time DSC design is given in Section 3. Simulation results are given in Section 4. Conclusions are given in Section 5.

2. Power System Model Description.

2.1. Power system models with STATCOM. The complete dynamical model [6, 11] of the synchronous generator connected to an infinite bus with STATCOM dynamics can be expressed as follows:

\[
\begin{align*}
\dot{\delta} &= \omega - \omega_s \\
\dot{\omega} &= \frac{1}{M} (P_m - P_e - P_s - D(\omega - \omega_s)) \\
\dot{P}_e &= (-a + \cot \delta(\omega - \omega_s))P_e + \frac{bV_\infty \sin 2\delta}{2(X_1 + X_2)} + \frac{V_\infty \sin \delta}{(X_1 + X_2)} \frac{u_f}{T_0'} \\
\dot{P}_s &= \mathcal{N}(\delta, P_e, P_s)(-a + \cot \delta(\omega - \omega_s))P_e + \frac{\mathcal{N}(\delta, P_e, P_s)bV_\infty \sin 2\delta}{2(X_1 + X_2)} \\
&\quad + \frac{\mathcal{N}(\delta, P_e, P_s)V_\infty \sin \delta}{(X_1 + X_2)} \frac{u_f}{T_0'} + \frac{P_e X_1 X_2}{\Delta(\delta, P_e)} \frac{1}{T} \left( -\frac{P_e \Delta(\delta, P_e)}{P_e X_1 X_2} - I_{qe} \right) + u_q
\end{align*}
\]

with

\[
\Delta(\delta, P_e) = \sqrt{\left( \frac{P_e (X_1 + X_2) X_3}{V_\infty \sin \delta} \right)^2 + (V_\infty X_1)^2 + 2X_1 X_2 P_e (X_1 + X_2) \cot \delta},
\]

\[
\mathcal{N}(\delta, P_e, P_s) = \frac{P_s}{P_e} - \frac{P_s}{\Delta(\delta, P_e)} \left( X_1 X_2 \cot \delta (X_1 + X_2) + P_e \left( \frac{X_2 (X_1 + X_2)}{V_\infty \sin \delta} \right)^2 \right),
\]

\[
P_e = \frac{EV_\infty \sin \delta}{(X_1 + X_2)}, \quad P_s = \frac{P_e I_{q} X_1 X_2}{\Delta(\delta, E)}, \quad I_{q} = \frac{P_e \Delta(\delta, P_e)}{P_e X_1 X_2},
\]

where \( \delta \) is the power angle of the generator, \( \omega \) denotes the relative speed of the generator, \( D \geq 0 \) is a damping constant, \( P_m \) is the mechanical input power, \( E \) denotes the generator transient voltage source, \( P_e = \frac{EV_\infty \sin \delta}{X_{\text{syn}}^\Sigma} \) is the electrical power, without STATCOM, delivered by the generator to the voltage at the infinite bus \( V_\infty \), \( \omega_s \) is the synchronous machine speed, \( \omega_s = 2\pi f \), \( H \) represents the per unit inertial constant, \( f \) is the system frequency and \( M = 2H/\omega_s \). \( X_{d}^\Sigma = X_d + X_T + X_L \) is the reactance consisting of the direct axis transient reactance of SG, the reactance of the transformer, and the reactance of the transmission line \( X_L \). Similarly, \( X_{q}^\Sigma = X_d + X_T + X_L \) is identical to \( X_{q}^\Sigma \) except...
that $X_d$ denotes the direct axis reactance of synchronous generators. $T_f'$ is the direct axis transient short-circuit time constant. $u_f$ is the field voltage control input to be designed. $I_Q$ denotes the injected or absorbed STATCOM currents as a controllable current source, $I_{Qe}$ is an equilibrium point of STATCOM currents, $u_q$ is the STATCOM control input to be designed, and $T$ is a time constant of STATCOM models.

For convenience, let us introduce new state variables as follows:

$$x_1 = \delta - \delta_e, \quad x_2 = \omega - \omega_s, \quad x_3 = P_e, \quad x_4 = P_s$$

(2)

Subsequently, after differentiating the state variables (2), we have the power system with STATCOM which can be written in the following form of an affine nonlinear system\(^1\):

$$\dot{x} = f(x) + g(x)u(x)$$

(3)

where

$$f(x) = \begin{bmatrix} f_1(x) \\ f_2(x) \\ f_3(x) \\ f_4(x) \end{bmatrix} = \begin{bmatrix} x_2 \\ \frac{1}{M}(P_m - x_3 - x_4 - Dx_2) \\ (-a + x_2 \cot x_1)x_3 + \frac{V_m \sin 2x_1}{2(x_1^2 + x_2^2)}x_3X_2 \left( \frac{x_4 X_1}{x_3 X_2} - I_{Qe} \right) \end{bmatrix}$$

$$g(x) = \begin{bmatrix} 0 \\ 0 \\ g_{31}(x) \\ g_{41}(x) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ \frac{V_m \sin x_1}{(x_1^2 + x_2^2)} \end{bmatrix}, \quad x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}, \quad u(x) = \begin{bmatrix} \frac{u_f}{T_0} \\ \frac{u_q}{T} \end{bmatrix}$$

The region of operation is defined in the set $D = \{ x \in \mathbb{S} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} | 0 < x_1 < \frac{\pi}{2} \}$. The open loop operating equilibrium is denoted by $x_e = [0, 0, x_{3e}, x_{4e}]^T = [0, 0, P_m, 0]^T$.

For the sake of simplicity, the power system considering (3) and (4) can be expressed as follows.

$$\begin{cases} 
\dot{x}_1 = x_2 \\
\dot{x}_2 = \frac{1}{M}(P_m - x_3 - x_4 - Dx_2) \\
\dot{x}_3 = f_3(x) + g_{31}(x)\frac{u_f}{T_0} \\
\dot{x}_4 = f_4(x) + g_{41}(x)\frac{u_f}{T_0} + g_{42}(x)\frac{u_q}{T} 
\end{cases}$$

(5)

2.2. Preliminaries.

Definition 2.1. [15] Consider the following dynamical system:

$$\dot{x}(t) = f(x(t)), \quad x(0) = x_0$$

(6)

The trajectory of the system (6) is said to be Semi-Globally Fixed-Timely Uniformly Ultimately Bounded (SGFTUUB) if there exists a bounded function $T: \mathbb{R}^n \to \mathbb{R}^+$ independent of $x_0$, a given compact set $W_0 \subset \mathbb{R}^n$ and an arbitrarily small compact set $W \subset \mathbb{R}^n$ which contains the origin as an interior point, such that all trajectories starting from the set $W_0$, they will enter the set $W$ in finite time $t_f$ upper bounded by $T$, and remain in it thereafter, i.e., $\|x(t)\| \in W$ for all $t \geq t_f$ and $\lim_{t_0 \to +\infty} t_f \leq T$ holds.

---

\(^1\)It is assumed that throughout this paper all functions and mappings are $C^\infty$. 

Lemma 2.1. [15] For a dynamical system $\dot{x}(t) = f(t, x)$, $x(0) = x_0$, where $x \in \mathbb{R}^n$ and $f: \mathbb{R}_+ \times \mathbb{R}^n \rightarrow \mathbb{R}^n$, and suppose the origin is an equilibrium point. If there exists a $C^1$ function $V(x): \mathbb{R}^n \rightarrow \mathbb{R}$ such that (i) $V(x)$ is positive definite; (ii) There exist positive real numbers $\alpha$ and $\beta$, and an arbitrarily small positive real number $\varsigma$, positive odd integers $\bar{m}, \bar{p}, \bar{q}$ that satisfy $\bar{m} > \bar{n}, \bar{p} < \bar{q}$ and a compact set $W_0$ such that $V \leq -\alpha V^{\bar{m}/\bar{n}} - \beta V^{\bar{p}/\bar{q}} + \varsigma$, $x_0 \in W_0$, then the system is SGFTUUB and the system can be stabilized to arbitrarily small neighbor of the origin, i.e., $V(x) \leq 2\gamma_1$ with $\alpha\gamma_1^{\bar{m}/\bar{n}} + \beta\gamma_1^{\bar{p}/\bar{q}} = \varsigma$, within finite time upper bounded by

$$T_f \leq T_{\max} = \frac{1}{\alpha} \bar{m} - \bar{n} + \frac{1}{\beta (2^{\bar{p}/\bar{q}} - 1)} \bar{q} - \bar{p}$$  \hspace{1cm} (7)

Lemma 2.2. [15] For every positive real $a, b, c$ and positive real $p, q$ satisfying $1/p + 1/q = 1$, the following inequality holds:

$$ab \leq c^p \frac{a^p}{p} + c^{-q} \frac{b^q}{q}$$  \hspace{1cm} (8)

Lemma 2.3. [20] For any nonnegative real numbers $\xi_1, \xi_2, \ldots, \xi_n$ and $0 < p \leq 1$, the following inequality holds:

$$\sum_{i=1}^{n} \xi_i^p \geq \left( \sum_{i=1}^{n} \xi_i \right)^p$$  \hspace{1cm} (9)

Lemma 2.4. [20] For any nonnegative real number $\xi_1, \xi_2, \ldots, \xi_n$ and $p > 1$, the following inequality holds:

$$\sum_{i=1}^{n} \xi_i^p \geq n^{1-p} \left( \sum_{i=1}^{n} \xi_i \right)^p$$  \hspace{1cm} (10)

Lemma 2.5. [21] For $x, y \in \mathbb{R}^+$ and $p \geq 1$, the following inequality holds:

$$(x - y)^p \leq x^p - y^p$$  \hspace{1cm} (11)

Control Problem Formulation: The aim of this paper is to solve the control problem of the fixed-time stabilization of the power systems with STATCOM (5). We can formulate the control problem as follows. For the system (5), with the help of the dynamic surface control design, find out, if possible, a fixed-time controller $u(x)$ such that all trajectories of the overall closed-loop dynamics are semi-globally uniformly ultimately bounded within a fixed time independent of initial conditions. In addition, we are able to adjust arbitrarily the system convergence time by selecting controller parameters.

3. Fixed-Time DSC Control Design and Stability Analysis. In this section, the fixed-time dynamic surface control law for stabilizing the power systems with STATCOM is designed. The proposed design procedure can be divided into two parts. The first part is to develop a state feedback fixed-time control algorithm with the help of the dynamic surface control method. In the second part, the overall closed-loop power system stability with the help of Lyapunov stability arguments is investigated so that the obtained control law can accomplish both fixed-time control and the system performance.

3.1. Fixed-time DSC control design. The proposed control procedure is developed step by step as follows.

Step 1: First, we focus on the first subsystem (5), and then let us define the error surface $S_1 = x_1$. In order to accomplish fixed-time stability for the error surface $S_1$, differentiating $S_1$ with respect to time yields

$$\dot{S}_1 = x_2$$  \hspace{1cm} (12)
From (12), we assume $x_2$ as a virtual control input; thus, the desired feedback control $x_2^*$ is able to be designed as

$$x_2^* = -\alpha_1|S_1|\text{sign}(S_1) - \beta_1|S_1|\text{sign}(S_1)$$

(13)

where $\alpha_1$ and $\beta_1$ are positive design constants. Introduce a new state variable $x_{2d}$ and let $x_2^*$ pass through a first-order filter with time constant $\tau_2$ to obtain the dynamics of $x_{2d}$ as follows:

$$\tau_2 \dot{x}_{2d} + x_{2d} = -|x_{2d} - x_2^*|\text{sign}(x_{2d} - x_2^*) - |x_{2d} - x_2^*|\text{sign}(x_{2d} - x_2^*)$$

$$x_{2d}(0) = x_2^*(0)$$

(14)

**Step 2:** Define the second surface as

$$S_2 = x_2 - x_{2d}$$

(15)

Then, by calculating the derivative of (15), we have

$$\dot{S}_2 = \frac{1}{M} (P_m - x_3 - x_4 - Dx_2) - \dot{x}_{2d} = -\alpha_2|S_2|\text{sign}(S_2) - \beta_2|S_2|\text{sign}(S_2)$$

(16)

where $\alpha_2$ and $\beta_2$ are positive design constants. Similarly, assuming $x_3$ and $x_4$ as the virtual control laws so the desired feedback control variables $x_3^*$ and $x_4^*$ can be chosen as follows:

$$x_3^* = P_m - D \frac{M}{2} x_2 + \frac{M}{2} (\alpha_2|S_2|\text{sign}(S_2) + \beta_2|S_2|\text{sign}(S_2) - \dot{x}_{2d})$$

$$x_4^* = x_3^* - P_m$$

(17)

where $\dot{x}_{2d}$ can be directly computed from (14).

Similarly, we introduce two new state variables $x_{3d}$ and $x_{4d}$, and let $x_3^*$ and $x_4^*$ pass through a first-order filter with time constants $\tau_3$, $\tau_4$ together with the dynamics of both new state variables as

$$\tau_3 \dot{x}_{3d} + x_{3d} = -|x_{3d} - x_3^*|\text{sign}(x_{3d} - x_3^*) - |x_{3d} - x_3^*|\text{sign}(x_{3d} - x_3^*)$$

$$x_{3d}(0) = x_3^*(0)$$

(18)

$$\tau_4 \dot{x}_{4d} + x_{4d} = -|x_{4d} - x_4^*|\text{sign}(x_{4d} - x_4^*) - |x_{4d} - x_4^*|\text{sign}(x_{4d} - x_4^*)$$

$$x_{4d}(0) = x_4^*(0)$$

(19)

**Step 3:** Finally, define the third and the fourth surfaces as follows:

$$S_3 = x_3 - x_{3d}, \quad S_4 = x_4 - x_{4d}$$

(20)

Then the time derivative of $S_3$ and $S_4$ along the system trajectories turns into as follows:

$$\dot{S}_3 = f_3(x) + g_{31}(x) \frac{u_f}{T_0} - \dot{x}_{3d} = -\alpha_3|S_3|\text{sign}(S_3) - \beta_3|S_3|\text{sign}(S_3)$$

(21)

$$\dot{S}_4 = f_4(x) + g_{41}(x) \frac{u_f}{T_0} + g_{42}(x) \frac{u_q}{T} - \dot{x}_{4d} = -\alpha_4|S_4|\text{sign}(S_4) - \beta_4|S_4|\text{sign}(S_4)$$

(22)

where $\alpha_3$, $\beta_3$, $\alpha_4$ and $\beta_4$ are positive design constants.

Therefore, a suitable selection of the control laws $(u_f, u_q)$ to achieve the fixed-time stability is given as follows:

$$\begin{cases}
  u_f = -\frac{T_0'}{g_{31}(x)} \left[ f_3(x) - \dot{x}_{3d} + \alpha_3|S_3|\text{sign}(S_3) + \beta_3|S_3|\text{sign}(S_3) \right] \\
  u_q = -\frac{T}{g_{42}(x)} \left[ f_4(x) + g_{41}(x) \frac{u_f}{T_0} - \dot{x}_{4d} + \alpha_4|S_4|\text{sign}(S_4) + \beta_4|S_4|\text{sign}(S_4) \right]
\end{cases}$$

(23)

where the differentiation of $x_{3d}$ and $x_{4d}$ can be computed by (18) and (19).
Remark 3.1. The novelty and the difference of this paper compared with existing results are as follows: (i) the development of a fixed-time controller via dynamic surface control method capable of improving transient stability and driving all signals of the over-all closed-loop system to a small neighborhood of the equilibrium point with a fixed time; (ii) the presented control law without directly computing the derivative of virtual control functions at each step; and (iii) the nonlinear first-order filter used instead of linear first-order filter, thereby leading to faster response ability and the shorter settling time to approach the desired equilibrium.

3.2. Stability analysis. The objective of this subsection is to establish that the closed-loop system has the uniformly ultimate boundedness property. First, let us introduce the following error variables:

\[
\begin{align*}
    y_2 &= x_{2d} - x_2^* = x_{2d} + \alpha_1 |S_1|^\alpha \text{sign}(S_1) + \beta_1 |S_1|^\beta \text{sign}(S_1) \\
    y_3 &= x_{3d} - x_3^* = x_{3d} - P_m + \frac{D}{2} x_2 - \frac{M}{2} (\alpha_2 |S_2|^\alpha \text{sign}(S_2) - \beta_2 |S_2|^\beta \text{sign}(S_2) - \dot{x}_{2d}) \\
    y_4 &= x_{4d} - x_4^* = x_{4d} + \frac{D}{2} x_2 - \frac{M}{2} (\alpha_2 |S_2|^\alpha \text{sign}(S_2) + \beta_2 |S_2|^\beta \text{sign}(S_2) - \dot{x}_{2d})
\end{align*}
\]

Then the derivatives of surface variables and error variables are as follows:

\[
\begin{align*}
    \dot{S}_1 &= S_2 + y_2 - \alpha_1 |S_1|^\alpha \text{sign}(S_1) - \beta_1 |S_1|^\beta \text{sign}(S_1) \\
    \dot{S}_2 &= -\frac{1}{M} (S_3 + S_4 + y_3 + y_4) - \alpha_2 |S_2|^\alpha \text{sign}(S_2) - \beta_2 |S_2|^\beta \text{sign}(S_2) \\
    \dot{S}_3 &= -\alpha_3 |S_3|^\alpha \text{sign}(S_3) - \beta_3 |S_3|^\beta \text{sign}(S_3) \\
    \dot{S}_4 &= -\alpha_4 |S_4|^\alpha \text{sign}(S_4) - \beta_4 |S_4|^\beta \text{sign}(S_4) \\
\end{align*}
\]

\[
\begin{align*}
    \dot{y}_j &= \frac{y_j}{\tau_j} - \dot{x}_j^* \\
    \dot{x}_{jd} &= -\frac{1}{\tau_j} (x_{jd} - x_j^*), \quad j = 2, 3, 4
\end{align*}
\]

To establish the boundedness of the closed-loop system (24), the Lyapunov function candidate is defined as follows:

\[
V = \frac{1}{2} \left( \sum_{i=1}^{4} S_i^2 + \sum_{j=2}^{4} y_j^2 \right)
\]

In order to consider the closed-loop stability analysis of the power systems with STATCOM, the following assumption is made.

Assumption 3.1. There exists any given positive constant \( p \) such that the initial condition satisfies \( V(0) = \frac{1}{2} \left( \sum_{i=1}^{4} S_i(0)^2 + \sum_{j=2}^{4} y_j(0)^2 \right) \leq p \).

Theorem 3.1. The power system dynamics with STATCOM (5) are considered. Subsequently, under Assumption 3.1, provided that the following two conditions are such that

- The control law is given in (23) where \( \alpha_i > 0, \beta_i > 0, i = 1, 2, 3, 4, \)
- \( \alpha_1 = k_{11} + \frac{\lambda (\alpha + 1)}{\alpha + 1}, \alpha_2 = k_{12} + \frac{2\alpha (\alpha + 1)}{M(\alpha + 1)} + \frac{2\lambda (\alpha + 1)}{M(\alpha + 1)}, \alpha_3 = k_{13} + \frac{\lambda (\alpha + 1)}{M(\alpha + 1)}, \alpha_4 = k_{14} + \frac{\lambda (\alpha + 1)}{M(\alpha + 1)} \)
- \( \beta_1 = k_{21} + \frac{\lambda (\alpha + 1)}{\alpha + 1}, \beta_2 = k_{22} + \frac{2\alpha (\alpha + 1)}{M(\alpha + 1)}, \beta_3 > 0, \beta_4 > 0, \frac{1}{\tau_2} > \frac{\lambda (\alpha + 1)}{\alpha + 1}, \frac{1}{\tau_3} > \frac{\lambda (\alpha + 1)}{\alpha + 1}, \frac{1}{\tau_4} > \frac{\lambda (\alpha + 1)}{\alpha + 1}, \frac{1}{\tau_3} > \frac{\lambda (\alpha + 1)}{\alpha + 1} \),
- \( \frac{1}{\tau_3} > \frac{\lambda (\alpha + 1)}{\alpha + 1} + \frac{\lambda (\alpha + 1)}{M(\alpha + 1)}, \frac{1}{\tau_3} > 0, \frac{1}{\tau_4} > \frac{\lambda (\alpha + 1)}{\alpha + 1}, \frac{1}{\tau_4} > \frac{\lambda (\alpha + 1)}{\alpha + 1} \) and \( k_{il} > 0, k_{ir} > 0, i = 1, 2, l = 1, 2, 3, 4, r = 1, 2 \) as given in (29)
are all satisfied, then all trajectories of the overall closed-loop dynamics (24) are SGFTU-UB.

Proof: Considering the Lyapunov function candidate $V$ as given in (25), then the time derivative of $V$ can be derived as follows:

$$
\dot{V} = \sum_{i=1}^{4} S_i \dot{S}_i + \sum_{j=2}^{4} y_j \dot{y}_j = S_1 \left( S_2 + y_2 - \alpha_1 |S_1|^\frac{m}{n+1} \text{sign}(S_1) - \beta_1 |S_1|^\frac{m}{n+1} \text{sign}(S_1) \right) + S_2 \left( -\frac{1}{M}(S_3 + S_4 + y_3 + y_4) - \alpha_2 |S_2|^\frac{m}{n+1} \text{sign}(S_2) - \beta_2 |S_2|^\frac{m}{n+1} \text{sign}(S_2) \right) + S_3 \left( -\alpha_3 |S_3|^\frac{m}{n+1} \text{sign}(S_3) - \beta_3 |S_3|^\frac{m}{n+1} \text{sign}(S_3) \right) + S_4 \left( -\alpha_4 |S_4|^\frac{m}{n+1} \text{sign}(S_4) - \beta_4 |S_4|^\frac{m}{n+1} \text{sign}(S_4) \right) - \sum_{j=2}^{4} \frac{y_j |y_j|^\frac{m}{n+1} + |y_j|^\frac{m}{n+1} + y_j \dot{x}_j}{\tau_j}$$

(26)

In accordance with Assumption 3.1, there exists a positive constant $p$ such that $II := \left\{ \sum_{i=1}^{4} S_i^2 + \sum_{j=2}^{4} y_j^2 \leq 2p \right\}$ is a compact set in $\mathbb{R}^7$. Considering the continuous property, the function $\dot{x}_j$ has a maximum value $B_j$ for the given initial condition in the compact set II. According to Lemma 2.2, one has

$$
\begin{align*}
S_1 S_2 &\leq |S_1||S_2| \leq \frac{\gamma_1^{\frac{m}{n+1}}}{1} |S_1|^\frac{m}{n+1} + \frac{\gamma_1^{\frac{n}{m+1}}}{1} |S_2|^\frac{n}{n+1}, \quad \gamma_1 > 0 \\
S_1 y_2 &\leq |S_1||y_2| \leq \frac{\lambda_1^{\frac{m}{n+1}}}{1} |S_1|^\frac{m}{n+1} + \frac{\lambda_1^{\frac{n}{m+1}}}{1} |y_2|^\frac{n}{n+1}, \quad \lambda_1 > 0 \\
-\frac{1}{M} S_2 S_1 &\leq \frac{1}{M} |S_2||S_1| \leq \left[ \frac{\gamma_2^{\frac{m}{n+1}}}{1} |S_2|^\frac{m}{n+1} + \frac{\gamma_2^{\frac{n}{m+1}}}{1} |S_1|^\frac{n}{n+1} \right], \quad \gamma_2 > 0, \quad l = 3, 4 \\
-\frac{1}{M} S_2 y_1 &\leq \frac{1}{M} |S_2||y_1| \leq \left[ \frac{\lambda_2^{\frac{m}{n+1}}}{1} |S_2|^\frac{m}{n+1} + \frac{\lambda_2^{\frac{n}{m+1}}}{1} |y_1|^\frac{n}{n+1} \right], \quad \lambda_2 > 0, \quad l = 3, 4 \\
-\eta y_j &\leq |y_j||B_j| \leq \frac{\eta^{\frac{m}{n+1}}}{1} |y_j|^\frac{m}{n+1} + \frac{\eta^{\frac{n}{m+1}}}{1} |B_j|^\frac{n}{n+1}, \quad \eta > 0, \quad j = 2, 3, 4
\end{align*}
$$

(27)

After substituting (27) into (26), we obtain

$$
\dot{V} = -\left( \alpha_1 - \frac{\lambda_1^{\frac{m}{n+1}}}{1} \right) |S_1|^\frac{m}{n+1} - \left( \beta_1 - \frac{\gamma_1^{\frac{n}{m+1}}}{1} \right) |S_1|^\frac{n}{n+1} - \left( \alpha_2 - \frac{\gamma_2^{\frac{m}{n+1}}}{1} - \frac{2\lambda_2^{\frac{m}{n+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_2|^\frac{m}{n+1} - \left( \beta_2 - \frac{2\gamma_2^{\frac{n}{m+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_2|^\frac{n}{n+1} - \left( \alpha_3 - \frac{\gamma_2^{\frac{m}{n+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_3|^\frac{m}{n+1} - \left( \beta_3 - \frac{\gamma_2^{\frac{n}{m+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_3|^\frac{n}{n+1} - \left( \alpha_4 - \frac{\gamma_2^{\frac{m}{n+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_4|^\frac{m}{n+1} - \left( \beta_4 - \frac{\gamma_2^{\frac{n}{m+1}}}{M(\frac{m}{n+1} + 1)} \right) |S_4|^\frac{n}{n+1} - \left( \frac{1}{\tau_2} - \frac{\eta_2^{\frac{m}{n+1}}}{1} \right) |y_2|^\frac{m}{n+1} - \left( \frac{1}{\tau_2} - \frac{\eta_2^{\frac{n}{m+1}}}{1} \right) |y_2|^\frac{n}{n+1}
$$
\[- \left( \frac{1}{\tau_3} - \frac{\eta_3^{m+1}}{m + 1} - \frac{\lambda_2^{m+1}}{M(m + 1)} \right) |y_3|^{\frac{m+1}{m}} - \frac{1}{\tau_3} |y_3|^{\frac{m+1}{m}} - \left( \frac{1}{\tau_4} - \frac{\eta_4^{m+1}}{m + 1} \right) |y_4|^{\frac{m+1}{m}} \]
\[- \left( \frac{1}{\tau_4} - \frac{\lambda_2^{m+1}}{M(m + 1)} \right) |y_4|^{\frac{m+1}{m}} + \sum_{j=2}^{4} \frac{\eta_j^{m+1}}{m + 1} |B_j|^{\frac{m+1}{m}} \]

From (28), the suitable design parameters can be chosen as follows:

\[
\begin{align*}
\alpha_1 &= k_{11} + \frac{\lambda_1^{m+1}}{m + 1}, & \alpha_2 &= k_{12} + \frac{\lambda_2^{m+1}}{M(m + 1)}, \\
\alpha_3 &= k_{13} + \frac{\lambda_2^{m+1}}{m + 1}, & \alpha_4 &= k_{14} + \frac{\lambda_2^{m+1}}{M(m + 1)}, \\
\beta_1 &= k_{21} + \frac{\lambda_2^{m+1}}{m + 1}, & \beta_2 &= k_{22} + \frac{\lambda_2^{m+1}}{M(m + 1)}, & \beta_3 &> 0, & \beta_4 &> 0,
\end{align*}
\]

where \(k_{11}, k_{12}, k_{13}, k_{14}, k_{21}, k_{22}\) are positive design parameters. Let us define the following parameters:

\[k_1 = \min \{k_{11}, k_{12}, k_{13}, k_{14}\}, \quad k_2 = \min \{k_{21}, k_{13}, \beta_3, \beta_4\}, \quad k_3 = \sum_{j=2}^{4} \frac{\eta_j^{m+1}}{m + 1} |B_j|^{\frac{m+1}{m}}.\]

According to Lemmas 2.3 and 2.4, (28) can be rewritten as follows:

\[
\begin{align*}
\dot{V} &= -k_1 \left( \sum_{i=1}^{4} |S_i|^{\frac{m+1}{m}} + \sum_{j=2}^{4} |y_j|^{\frac{m+1}{m}} \right) - k_2 \left( \sum_{i=1}^{4} |S_i|^{\frac{m+1}{m}} + \sum_{j=2}^{4} |y_j|^{\frac{m+1}{m}} \right) + k_3 \\
&= -k_1 \left( \sum_{i=1}^{4} (S_i^2)^{\frac{m+1}{2}} + \sum_{j=2}^{4} (y_j^2)^{\frac{m+1}{2}} \right) - k_2 \left( \sum_{i=1}^{4} (S_i^2)^{\frac{m+1}{2}} + \sum_{j=2}^{4} (y_j^2)^{\frac{m+1}{2}} \right) + k_3 \\
&\leq -\frac{1-m}{2} k_1 \left( \sum_{i=1}^{4} S_i^2 + \sum_{j=2}^{4} y_j^2 \right)^{\frac{m+1}{2}} - k_2 \left( \sum_{i=1}^{4} S_i^2 + \sum_{j=2}^{4} y_j^2 \right)^{\frac{m+1}{2}} + k_3 \\
&= -2^{\frac{m+1}{2}} \frac{1-m}{2} k_1 V^{\frac{m+1}{2}} - 2^{\frac{m+1}{2}} k_2 V^{\frac{m+1}{2}} + k_3.
\end{align*}
\]

The designed parameters are able to be suitably chosen such that \(-2^{\frac{m+1}{2}} \frac{1-m}{2} k_1 V^{\frac{m+1}{2}} - 2^{\frac{m+1}{2}} k_2 V^{\frac{m+1}{2}} + k_3 \leq 0\) holds. In accordance with Assumption 3.1, it is easy to obtain \(\dot{V} \leq 0\). Thus, \(\Omega := \{V \leq p\}\) is an invariant set. It means that if \(V(0) \leq p\), then for all \(t \geq 0\), one has \(V(t) \leq p\). For the ultimate bound of the closed-loop dynamics, we can solve it from the following equation:

\[-2^{\frac{m+1}{2}} \frac{1-m}{2} k_1 V^{\frac{m+1}{2}} - 2^{\frac{m+1}{2}} k_2 V^{\frac{m+1}{2}} + k_3 = 0\]
It is clear that the expression above is a polynomial algebraic equation with fractional exponent. Thus, it is rather difficult to find an analytical solution for the equation above. Nevertheless, we need to compute a rough estimation for the ultimate bound of the closed-loop dynamics from the following two equations:

\[-2^{\frac{m+1}{2}}\left(1 - \frac{m}{n}\right)^{\frac{m}{n}} k_1 V^{\frac{m+1}{2}} + k_3 = 0, \quad -2^{\frac{n+1}{2}} k_2 V^{\frac{n+1}{2}} + k_3 = 0.\]

After computing two equations above, one has the following ultimate bound of the closed-loop dynamics:

\[
\lim_{t \to +\infty} V(t) \leq 2 \min \left\{ \frac{k_3}{\left(2^{\frac{m+1}{2}}\left(1 - \frac{m}{n}\right)^{\frac{m}{n}} \right)^{\frac{m}{n+m}}}, \frac{k_3}{\left(2^{\frac{n+1}{2}} k_2\right)^{\frac{m}{m+n}}} \right\} \leq V(0) \leq p
\]

Therefore, all signals of the closed-loop system, i.e., $S_i$ and $y_j$, are SGFTUUB. Further, $x_i$ and $x_j^*$ are SGFTUUB.

From Lemma 2.1, it is easy to obtain $\bar{\alpha} = 2^{\frac{m+1}{2}}\left(1 - \frac{m}{n}\right)^{\frac{m}{n}} k_1$, $\bar{\beta} = 2^{\frac{n+1}{2}} k_2$, $\varsigma = k_3$, $\bar{m} = \frac{m}{n} + 1$, $\bar{n} = 2$, $\bar{p} = \frac{n}{m} + 1$, $\bar{q} = 2$. Moreover, the closed-loop dynamics can be stabilized in the arbitrarily small neighborhood of the origin by selecting suitably control parameters. According to Lemma 2.1 the converge time is bounded by

\[
T_f \leq T_{\text{max}} = \frac{1}{2^{\frac{m+1}{2}} \times \left(1 - \frac{m}{n}\right)^{\frac{m}{n}}} \frac{n}{m-n} + \frac{1}{2^{\frac{n+1}{2}} k_2 \left(2^{\frac{m+n}{2}} - 1\right)} \frac{m}{m-n}
\]

This completes the proof.

4. Simulation Results. In this section, in order to verify the effectiveness of the proposed nonlinear controller. The proposed controller is evaluated via simulations on a Single-Machine Infinite Bus (SMIB) power system including STATCOM as shown in Figure 1. The performance of the proposed control scheme is evaluated in MATLAB environment.

![Figure 1. A single line diagram of SMIB model with STATCOM](image)

The physical parameters (pu.), the controller parameters, and initial parameters used for this power system model are as follows.

- The parameters of synchronous generators, STATCOM, and transmission line: $\omega_s = 2\pi f \text{ rad/s}$, $D = 0.2$, $H = 5$, $f = 60 \text{ Hz}$, $T_0' = 4$, $V_\infty = 1\angle 0^\circ$, $X_d = 1.1$, $X_d' = 0.2$, $X_T = 0.1$, $T = 1$, $X_2 = X_L = 0.2$, $P_m = 1$. 
The control parameters of the proposed controller are $c_i = 20$, $(i = 1, 2, 3, 4)$, $\tau_j = 0.01$, $m = q = 4$, $n = p = 3$.

Initial parameters $\delta_e = 0.4964$ rad, $\omega_e = \omega_s$, $P_{ee} = 1$ pu, $P_{se} = 0$ pu.

The time domain simulations are carried out to evaluate the presented control law, as given in (23), for the stability enhancement and improved transient performances. The performance of the proposed nonlinear controller (fixed-time dynamic surface control) is compared with that of the Conventional Dynamic Surface Control (CDSC) (34) as follows:

$$
\begin{cases}
  u_{f\text{dsc}} &= -\frac{T_0}{g_{31}(x)} \left[ f_3(x) - \dot{x}_{3d} + c_3 S_3 \right] \\
  u_{q\text{dsc}} &= -\frac{T}{g_{42}(x)} \left[ f_4(x) + g_{41}(x) \frac{u_f}{T_0} - \dot{x}_{4d} + c_4 S_4 \right]
\end{cases}
$$

(34)

where $S_1 = x_2$, $S_j = x_j - x_j^*$, $x_2^* = -c_1 S_1$, $x_3^* = P_m - \frac{D x_2}{2} + \frac{M}{2} (c_2 S_2 + \dot{x}_{2d})$, $x_4^* = x_3^* - P_m$, $\dot{x}_{jd} = -\frac{1}{\tau_j} (x_{jd} - x_j^*)$. The controller parameters of this scheme are set as $c_i = 20$, $(k = 1, 2, 3, 4)$, $\tau_j = 0.01$.

For the simulations, there are two cases used to evaluate the performance of the developed controller. One is a symmetrical three phase short circuit occurring on one of the transmission lines as shown in Figure 1. The other is a small perturbation to mechanical power to synchronous generators in the system. The two cases of interest are as follows.

**Case 1: Effect of severe disturbance**

Assume that there is a three-phase fault occurring at the point $P$ as shown in Figure 1. For this case, we assume that there are five stages of interest as follows. Firstly, all state variables are at pre-fault steady state. The fault occurs at $t = 0.5$ sec. After that, the fault is isolated by opening the breaker at $t = 0.7$ sec. The transmission line can be restored at $t = 1.5$ sec. Eventually, the system returns to a post-fault state.

**Case 2: Effect of small disturbance due to small perturbation in mechanical power**

For this case, we assume that there are three stages of interest as follows. First, the system is in a pre-fault steady state. Subsequently, there is a 30% increase in the mechanical power between $t = 0.5$ sec. and $t = 1.5$ sec. After that, the system is in a post-fault state.

The simulation results are shown in Figures 2 and 3 and discussed as follows. It is observed from Case 1 that Figure 2 is obtained to exhibit the time responses of power angle ($\delta$), frequency ($\omega - \omega_s$), transient voltage ($E$) and STATCOM current ($I_Q$), respectively. From using the presented and CDSC schemes, all time responses converge to the pre-fault state values in fixed time. Figure 3 shows the active power ($P_e + P_s$) and terminal voltage ($V_t$) under the proposed control and the CDSC methods. It is also observed that the developed method provides obviously faster convergence rate compared with the CDSC, and its settling time function can be found from control parameters. Moreover, the proposed strategy can rapidly suppress power oscillations once compared with the results from the CDSC scheme in fixed-time. These confirm clearly that the presented control law accomplishes transient stability improvement together with frequency and voltage regulation. Additionally, this shows the superior performance of the proposed control strategy.

Similarly, for Case 2, under the effect of a 30% perturbation ($\Delta P_m = 0.3P_m$) of mechanical input power, the time responses of power angle, frequency, active power, and terminal voltage are shown in Figures 4 and 5. They obviously exhibit the tracking performance superiority of the proposed over the CDSC method in fixed time. From figures, it can be seen that all time trajectories rapidly reach a steady-state condition, thereby
Figure 2. Case 1: Controller performance – Power angles ($\delta$) (rad.), frequency ($\omega - \omega_s$) rad/s, transient voltage $E$, and STATCOM current $I_Q$ (Solid: Proposed control, Dashed: Dynamic surface control)

Figure 3. Case 1: Controller performance – Active power ($P_e + P_s$) (pu.) and the terminal voltage ($V_t$) (pu.) (Solid: Proposed control, Dashed: Dynamic surface control)
Figure 4. Case 2: Controller performance – Power angles ($\delta$) (rad.), frequency ($\omega - \omega_s$) rad/s, transient voltage $E$, and STATCOM current $I_Q$ (Solid: Proposed control, Dashed: Dynamic surface control)

Figure 5. Case 2: Controller performance – Active power ($P_e + P_s$) (pu.) and the terminal voltage ($V_t$) (pu.) (Solid: Proposed control, Dashed: Dynamic surface control)
exhibiting the closed-loop system stability in fixed-time. Additionally, the time responses of the presented controller are less oscillatory than the time responses given by the CDSC. Therefore, the developed control provides significantly better damping enhancement in the power oscillation. Further, it is easy to observe that the rise time and settling time are obviously decreased.

From the simulation results with two different cases, from (33), the fixed time can be directly computed from the design parameters to obtain:

$$T_{\text{max}} = \frac{6}{k_1 2^{7/8} 7^{-1/8}} + \frac{8}{k_2 2^{7/8} (2^{7/8} - 1)}.$$  

According to the second condition of Theorem 3.1, provided that we select $k_1 = k_2 = 1$, the fixed time becomes $T_{\text{max}} = 10.3429$ sec. From Figures 2-5, after the system is disturbed, all system states converge to the desired equilibrium within 0.16 sec., which is less than the upper bound $T_{\text{max}} = 10.3429$ sec. Therefore, it is obvious to conclude that the proposed control law can be applied for transient stabilization and voltage regulation following small and large disturbances in fixed time. The developed control strategy can make the closed-loop dynamic behaviors of the system converge quickly into a neighborhood of the desired equilibrium point. Meanwhile, the time responses of all trajectories return rapidly to the steady-state value condition after the fault is cleared or the small disturbance vanishes. Further, the fixed-time control method stabilizes the closed-loop system faster than the CDSC method does. In particular, it obviously outperforms the CDSC scheme in terms of faster response ability and damping enhancement in the power oscillation in a shorter settling time.

Practically, an accurate model of the power system is often unavailable. In particular, there are unavoidable parameter variations in the system. As a result, the robustness evaluation of the developed scheme is of great importance. It is well-known that many parameters of the power system can be uncertain, i.e., the inertial constant $H$ and the

![Figure 6](image_url)

**Figure 6.** Time histories of power angles ($\delta$) (rad.), frequency ($\omega - \omega_s$) rad/s, transient voltage $E$, and STATCOM current $I_Q$ under parameter variations of the inertial constant $H$ (Solid: nominal value, Dashed: +30%, Dashdotted: −30%)
time constant $T_0'$. It is also difficult to estimate precisely these parameters. Consequently, it is necessary to evaluate the robustness of the proposed control law over these variations.

A robustness test has been carried out by considering a changing of two generator parameters from their nominal values, i.e., the inertial constant $H$ and the time constant $T_0'$ of Case 1. In particular, a $\pm 30\%$ of variation in the value of $H$ as well as a $\pm 50\%$ of variation in the value of $T_0'$ is taken into account for this test. In comparison with the system responses under normal conditions, it is observed from Figures 6 and 7 that the developed method can still offer consistent control performance although there are variations in system parameters. Thus, it can be concluded that the resulting controller is not sensitive to parameter variations.

5. Conclusions. In this paper, a fixed-time control scheme has been developed for power systems including STATCOM. To avoid the problem of “explosion of complexity” arising in computing the derivative of the virtual control functions, the proposed method has been developed by a combined fixed-time control and dynamic surface design. Based on this approach, it makes system dynamic performances further improved as compared with the conventional dynamic surface control. Based on Lyapunov control theory, the overall closed-loop stability analysis has been shown to ensure that all trajectories are semi-globally fixed-timely uniformly ultimately bounded. The simulation results have confirmed the efficiency and superiority of the proposed method capable of improving obviously faster transient performances than the conventional dynamic surface method. Extension of this scheme of this paper into a nonlinear fixed-time dynamic surface control for multi-machine power systems with STATCOM in the presence of unknown parameters,
other kinds of FACTS devices, or hybrid power generation (renewable energy) \[22\] is our future direction.

REFERENCES