ADAPTIVE DYNAMIC SURFACE CONTROL FOR HIGHER-ORDER MODELS OF SYNCHRONOUS GENERATORS
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ABSTRACT. An adaptive dynamic surface controller (DSC) scheme for higher-order models of synchronous generators in the presence of unknown parameters is presented in this paper. In spite of the presence of unknown parameters in the system models, the developed control law is used to stabilize the closed-loop system and avoid the problem of “explosion of terms” inherent in backstepping approach. Further, with the help of Lyapunov stability arguments, the proposed control scheme can guarantee that all trajectories of the overall closed-loop dynamics are semi-globally uniformly ultimately bounded. The simulation results exhibit the effectiveness of the proposed control strategy. It can offer excellent dynamic performance, avoid the problem of backstepping complexity explosion, and perform better than a conventional adaptive backstepping control design.
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1. Introduction. It is well-known that maintaining power system stability and operations is one of the most challenging tasks in power systems once faced with inevitable disturbances. Recently, there are many interests in this problem [1-3] in the literature. Because of an increase of the size and complexity in modern power systems, power systems become highly nonlinear and more complicated. When there are increased load demands, system stability may operate close to stability limits. This may decrease the stability margin of the overall system and is unstable eventually. As a result, feedback stabilizing nonlinear control algorithms used to alleviate adverse or undesired effects from disturbances should be studied. The use of excitation control of synchronous generators plays a significant role in maintaining power system stability and operations. There are currently several researchers [5-11] focusing on the design of excitation control techniques to maintain and enhance power system stability. There has so far been the only one-axis model of synchronous generators used in the design procedure of the references above, while automatic voltage regulation (AVR) dynamics are ignored. Kanchanaharuthai [12] proposed a method to add the dynamics of the direct-axis transient voltage $E_d'$ for enhancing the control performance. This inclusion can increase greater flexibility for the system.
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stability enhancement. Moreover, this way can include degree of freedoms to figure out the effective control due to the use of both $d$-axis and $q$-axis field windings.

To the best of authors’ knowledge, the nonlinear design control using both $d$-axis and $q$-axis models (higher-order models) of synchronous generators including the dynamics of AVR was presented in [13, 14]. By means of adaptive backstepping design, an adaptive excitation control [13] for transient stability enhancement and voltage regulation of the fifth-order models of synchronous generators was proposed. The resulting controller performed better than the adaptive design for the third-order models. Orchi et al. [14] proposed a partial feedback linearizing model predictive excitation control for the two-axis models of synchronous generators together with the dynamics of IEEE Type-II excitation system in multi-machine power systems. Although there were different operating conditions in the system, the obtained controller can maintain the dynamic stability. With the help of a combination of backstepping-like control and nonlinear disturbance observer, a composite nonlinear control [15] was presented to enhance the dynamic control performances and reject the adverse effects of unavoidable disturbances, simultaneously.

In practice, there are always unknown parameters/uncertainties in most engineering systems. Such unknown parameters may unavoidably degrade the desired control performances of the system of interest. Therefore, if it is possible, the results of unknown parameters should be estimated and compensated by an inclusion of additional dynamics, in particular adaptation law dynamics, into the whole system. A parameter estimate scheme [16] has been widely used to compensate or reject the adverse effects arising from unknown parameters effectively. This technique has been extensively employed to compensate the effects of unknown parameters and find out parameter estimation dynamics. Moreover, this method can be combined with backstepping control design [16] to improve the control performances and to mitigate the undesired effect of unknown parameters simultaneously. Also, it can be successfully applied for numerous kinds of real engineering systems. For power systems, the robust adaptive backstepping excitation control for a single-machine infinite bus (SMIB) power system reported in [13] worked well and offered good desired control performances. Mitra et al. [17] developed an adaptive backstepping control approach to design a generator excitation control for SMIB power systems. In the work, the damping coefficient was considered as unknown parameters. A robust adaptive excitation control [18] for multi-machine power systems under parametric uncertainties and external disturbances was proposed for transient stability enhancement. Roy et al. [19, 20] presented a robust adaptive backstepping excitation control for multi-machine power systems where the damping coefficient, $d$- and $q$-axes open-circuit transient constants, transient reactance, and external disturbances.

Motivated by these abovementioned works, although adaptive backstepping method is a powerful method for control design and successfully applicable for power systems and several real systems, it has an important drawback. This drawback is the problem of “explosion of complexity” and comes from the evaluations of the repeated differentiations of virtual control functions. It often occurs in large-scale systems, resulting in a difficulty in computing the time derivative of the virtual control functions in each design step. This makes the final control law more complicated. In order to avoid this disadvantage, a concept of dynamic surface control design [21, 22] to eliminate the problem of repeated differentiations of the virtual control variables is presented. In addition, this approach can be extended to adaptive control to deal with the explosion of terms arising inherent in adaptive backstepping.

In this paper, a systematic strategy to design an adaptive dynamic surface controller for higher-order models of synchronous generators [22] is developed to deal with the problem of “explosion of terms”. Also, in the higher-order models of power systems, a variety of
important unknown parameters of particular interest are damping coefficient, inertia constant, \(d\)- and \(q\)-axes open-circuit transient constants, and transient reactance. Therefore, the main contributions of this paper can be summarized as follows: (i) An adaptive dynamic surface controller for transient stability enhancement and voltage regulation of the higher-order (fifth-order) models of power systems in the presence of unknown parameters has not been investigated before; (ii) Despite the presence of unknown parameters, the developed control law is designed to guarantee that all signals of the overall closed-loop system are semi-globally uniformly ultimately bounded; and (iii) Compared with a conventional adaptive backstepping control, the developed control law offers good dynamic performances and can avoid computing the problem of “explosion of complexity”.

The rest of this paper is organized as follows. A dynamic model of a higher-order model of synchronous generators is briefly presented, and the problem statement is given in Section 2. Controller design is developed in Section 3 while simulation results are mentioned in Section 4. Finally, in Section 5, a conclusion is given.

**Remark 1.1.** Although this paper focuses on the design of adaptive dynamic surface control for a single-machine infinite bus power system, a practical application of the higher-order models of synchronous generators is how the developed scheme performs when applied to large-scale power systems in the presence of external disturbances. As a result, the proposed control needs to be further extended for multi-machine power systems that will be studied in the future.

2. **Power System Model Description.** The two-axis model of synchronous generators along with the dynamics of an IEEE ST1 standard exciter or IEEE Type-II exciter [1, 23] is considered in this paper. Thus, the complete dynamical model of the synchronous generator connected to an infinite bus with the IEEE Type II excitation system can be expressed as follows:

\[
\begin{align*}
\dot{\delta} &= \omega - \omega_s \\
\dot{\omega} &= \frac{\omega_s}{2H} (P_m - E'_q I_q - E'_d I_d - (X'_d - X'_q)I_d I_q - D(\omega - \omega_s)) \\
\dot{E}'_q &= \frac{1}{T_{d0}} (-E'_q + (X_d - X'_d) I_d + E_{fd}) \\
\dot{E}'_d &= \frac{1}{T_{q0}} (-E'_d - (X_q - X'_q) I_q) \\
\dot{E}_{fd} &= -\frac{E_{fd}}{T_A} + \frac{K_A}{T_A} (V_{ref} - V_t + u_c)
\end{align*}
\]

with \(I_d = \frac{V_{\infty} \cos \delta - E'_q}{X'_{dq}}\), \(I_q = \frac{E'_d - V_{\infty} \sin \delta}{X'_{qd}}\), where \(\delta\) is the power angle of the generator, \(\omega\) denotes the relative speed of the generator, \(D \geq 0\) is a damping constant, and \(E'_q\) and \(E'_d\) are the field variable proportional to field flux linkages and the damper variable proportional to the \(d\)-axis damper flux linkages, respectively. \(E_{fd}\) is the equivalent field excitation voltage. \(X'_d\) and \(X'_q\) are the \(d\)-axis and \(q\)-axis transient reactances, respectively. \(P_e\) is the electrical power delivered by the generator to the voltage at the infinite bus \(V_{\infty}\). \(\omega_s\) is the synchronous machine speed, \(\omega_s = 2\pi f\), \(H\) represents the per unit inertial constant, and \(f\) is the system frequency. \(X'_{dq} = X'_d + X_T + X_L\) is the reactance consisting of the direct axis transient reactance of SG, the reactance of the transformer, and the reactance of the transmission line \(X_L\). \(X'_{qd}\) denotes the \(q\)-axis reactances. \(T_{d0}\) and \(T_{q0}\) are the \(d\)-axis and \(q\)-axis transient open-circuit time constants. \(u_c\) is the stabilizing signal which is the control input to be designed, respectively. \(T_A\) is the time constant of the voltage regulator.
connected to the synchronous generator. $K_A$ is the gain of the voltage regulator connected to the synchronous generator. $V_i$ and $V_{ref}$ denote the terminal voltage of synchronous generators and the reference terminal voltage, respectively. $I_d$ and $I_q$ denote the $d$- and $q$-axes current components, respectively.

**Remark 2.1.** In addition to the practical application mentioned in Remark 1.1, it is observed that the dynamics of two-axis model of synchronous generators consists of practically unmeasurable state variables such as $E'_q$ and $E'_d$. This is a practically important issue that needs to be addressed. To cope with this issue, the output feedback controller should be studied. Therefore, throughout this paper, for simplicity we assume that all of state variables in (1) are measurable and used to design the desired control law.

For convenience, let us define new state variables as follows:

$$
\begin{align*}
x_1 &= \delta - \delta_e, \\
x_2 &= \omega - \omega_s, \\
x_3 &= E'_q, \\
x_4 &= E'_d, \\
x_5 &= E_{fd}
\end{align*}
$$

(2)

Subsequently, after differentiating the state variables (2), the higher-order model of synchronous generators can be expressed in the following form of an affine nonlinear system:

$$\dot{x} = f(x) + g(x)u(x)
$$

(3)

where

\[
\begin{pmatrix}
f_1(x) \\
f_2(x) \\
f_3(x) \\
f_4(x) \\
f_5(x)
\end{pmatrix} = \begin{pmatrix}
x_2 \\
\theta_D x_2 + \theta_\omega P_m + \theta_\delta x_3 \sin(x_1 + \delta_0) + \theta_q x_4 \cos(x_1 + \delta_0) + \theta_m \sin(2(x_1 + \delta_0)) \\
\theta_1 x_3 + \theta_2 \cos(x_1 + \delta_e) + \theta_3 x_5 \\
\theta_4 x_4 + \theta_5 \sin(x_1 + \delta_e) \\
\theta_6 x_5 + \theta_7 (V_{ref} - V_i)
\end{pmatrix}
\]

(4)

where

\[
\theta_D = -\frac{\omega}{2\pi} D, \quad \theta_\omega = \frac{\omega}{2\pi}, \quad \theta_d = \frac{V_e}{X_{d0}}, \quad \theta_q = \frac{V_e}{X_{q0}}, \quad \theta_m = \frac{X_{d0} - X_{q0}}{2X_{d0} X_{q0}}, \quad \theta_1 = -\frac{X_{d0}}{X_{d0}^2 T_{d0}}, \quad \theta_2 = \frac{X_{d0} - X_{q0}}{X_{d0}^2 T_{d0}}, \quad \theta_3 = \frac{1}{T_{d0}}, \quad \theta_4 = -\frac{X_{d0}}{X_{q0}^2 T_{q0}}, \quad \theta_5 = \frac{(X_{d0} - X_{q0})}{X_{d0}^2 T_{q0}} V_\infty, \quad \theta_6 = -\frac{1}{T_A}, \quad \theta_7 = \frac{K_A}{T_A}.
\]

The region of operation is defined in the set $D = \{ x \in \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} | 0 < x_1 < \frac{\pi}{2} \}$. The open loop operating equilibrium is denoted by $x_0 = [0, \ 0, \ x_{30}, \ x_{40}, \ x_{50}]^T = [0, \ 0, \ E'_{q0}, \ E'_{d0}, \ E_{fd0}]^T$. For the sake of simplicity, the power system considering (3) and (4) can be expressed as follows.

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \theta_D x_2 + \theta_\omega P_m + \theta_\delta x_3 \sin(x_1 + \delta_0) + \theta_q x_4 \cos(x_1 + \delta_0) + \theta_m \sin(2(x_1 + \delta_0)) \\
\dot{x}_3 &= \theta_1 x_3 + \theta_2 \cos(x_1 + \delta_0) + \theta_3 x_5 \\
\dot{x}_4 &= \theta_4 x_4 + \theta_5 \sin(x_1 + \delta_e) \\
\dot{x}_5 &= \theta_6 x_5 + \theta_7 (V_{ref} - V_i + u_c)
\end{align*}
\]

(5)

\footnote{It is assumed that all functions and mappings are $C^\infty$ throughout this paper.
In real applications, unknown parameters always appear in the system model. In power system stability analysis, there are two practical parameters which cannot measure accurately and are often unknown. One is a damping coefficient [24] in a synchronous generator model. The other is an unknown mechanical input power or a sudden mechanical perturbation that is important uncertainties in the power system. Therefore, both parameters need to be real-time estimated; otherwise, they may destabilize the power system stability and operations. For instance, it is evident that after the mechanical power is perturbed to a new constant value. It makes the equilibrium of the system shifted to a new corresponding point. In practice, if the unknown perturbation in mechanical power occurs [25-28], the new operating point will be unknown as well.

For notational convenience, let us define \( \theta = [\theta_D, \theta_w, \theta_d, \theta_q, \theta_m, \theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \theta_7]^T \) as unknown constant parameters in (5).

**Problem statement:** The control objective of this paper is to solve the problem of the stabilization of the system (5) including unknown parameters \( \theta \), which can be formulated as follows: using dynamic surface strategy, we design an adaptive control law \( u(x) \) and parameter estimation \( \dot{\theta} \) as follows:

\[
    u = \phi(x, \dot{\theta}), \quad \dot{\theta} = \varphi(x, u, \dot{\theta}) \tag{6}
\]

such that all trajectories of the overall closed-loop system (5) and (6) are semi-globally uniformly and ultimately bounded, where \( \dot{\theta} \) is the estimate of \( \theta \).

3. **Adaptive DSC Design and Stability Analysis.** In this section, the desired control law for stabilizing the higher models of synchronous generators in the presence of unknown parameters is developed. To accomplish the main control development, the proposed design procedure consists of two subsections: (i) The first subsection is to use a dynamic surface control scheme to find out an adaptive control law capable of stabilizing the closed-loop system and identifying online the unknown parameters of the system; (ii) In the second subsection, with the help of Lyapunov stability arguments, the stability analysis of the overall closed-loop dynamics is shown to ensure that all state variables are semi-globally uniformly ultimately bounded despite the presence of unknown parameters.

3.1. **Adaptive DSC design.** The proposed control procedure is developed step by step as follows.

**Step 1:** First, let us define the first error surface \( S_1 = x_1 \), and the time derivative of \( S_1 \) is defined as \( \dot{S}_1 = x_2 \), then a Lyapunov function candidate is chosen as

\[
    V_1 = \frac{1}{2} S_1^2 \tag{7}
\]

The time derivative of \( V_1 \) along the system trajectories becomes

\[
    \dot{V}_1 = S_1 \dot{S}_1 = S_1 x_2 \tag{8}
\]

Assume that \( x_2 \) is a virtual control variable corresponding to the dynamics of a rotor angle tracking error or the first subsystem of (5) to drive \( S_1 \) to zero:

\[
    \alpha_1 = -c_1 S_1 \tag{9}
\]

where \( c_1 \) is a positive design parameter. Let us introduce a new state variable \( x_{2d} \) and let \( \alpha_1 \) pass through a first-order filter with time constant \( \tau_2 \) to obtain \( x_{2d} \)

\[
    \tau_2 \dot{x}_{2d} + x_{2d} = \alpha_1, \quad x_{2d}(0) = \alpha_1(0) \Rightarrow \dot{x}_{2d} = -\frac{e_2}{\tau_2} \tag{10}
\]

where \( e_2 = x_{2d} - \alpha_1 \) is the boundary layer error.
\[ S_2 = x_2 - x_{2d} \]

Then, we choose the Lyapunov function candidate as
\[
V_2 = \frac{1}{2} S_2^2 + \frac{1}{2 \rho_D} \dot{\theta}_D^2 + \frac{1}{2 \rho_\omega} \dot{\theta}_\omega^2 + \frac{1}{2 \rho_d} \dot{\theta}_d^2 + \frac{1}{2 \rho_q} \dot{\theta}_q^2 + \frac{1}{2 \rho_m} \dot{\theta}_m^2
\]

(11)

where \( \tilde{\theta}_l = \theta_l - \hat{\theta}_l \) (\( l = D, \omega, d, q, m \)) denotes the estimation errors corresponding to the known parameters \( \theta_l \). \( \hat{\theta}_l \) is the estimated value of \( \theta_l \). \( \rho_l \) are positive constants. By calculating the derivative of (11), we have
\[
\dot{V}_2 = S_2 (\dot{x}_2 - \dot{x}_{2d}) - \frac{\dot{\theta}_D}{\rho_D} \dot{\theta}_D - \frac{\dot{\theta}_\omega}{\rho_\omega} \dot{\theta}_\omega - \frac{\dot{\theta}_d}{\rho_d} \dot{\theta}_d - \frac{\dot{\theta}_q}{\rho_q} \dot{\theta}_q - \frac{\dot{\theta}_m}{\rho_m} \dot{\theta}_m
\]

(12)

Choose two virtual control variables \( \alpha_2 \) and \( \alpha_3 \) to drive \( S_2 \to 0, S_3 \to 0 \) as follows:
\[
\begin{align*}
\alpha_2 &= -\frac{1}{\theta_d \sin(x_1 + \delta_0)} \left( \dot{\theta}_\omega P_m + \frac{1}{2} \left( c_2 S_2 - \dot{x}_{2d} + \dot{\theta}_D x_2 + \dot{\theta}_m \sin 2(x_1 + \delta_0) \right) \right) \\
\alpha_3 &= -\frac{1}{2 \theta_q \cos(x_1 + \delta_0)} \left( c_2 S_2 - \dot{x}_{2d} + \dot{\theta}_D x_2 + \dot{\theta}_m \sin 2(x_1 + \delta_0) \right)
\end{align*}
\]

(13)

where \( c_2 \) is a positive constant. Once again, let us introduce two new state variables \( x_{3d} \) and \( x_{4d} \); therefore, we pass \( \alpha_2 \) and \( \alpha_3 \) through two first-order filters, with time constants \( (\tau_3, \tau_4) \) to obtain \( x_{3d} \) and \( x_{4d} \), respectively,
\[
\begin{align*}
\tau_3 \dot{x}_{3d} + x_{3d} &= \alpha_2, & x_{3d}(0) = \alpha_2(0) \Rightarrow \dot{x}_{3d} &= -\frac{e_3}{\tau_3} \\
\tau_4 \dot{x}_{4d} + x_{4d} &= \alpha_3, & x_{4d}(0) = \alpha_3(0) \Rightarrow \dot{x}_{4d} &= -\frac{e_4}{\tau_4}
\end{align*}
\]

(14)

where \( e_3 = x_{3d} - \alpha_2 \) and \( e_4 = x_{4d} - \alpha_3 \) denote the boundary layer errors.

Moreover, in this step we have the update laws for the parameter estimation as follows:
\[
\begin{align*}
\dot{\theta}_D &= \rho_D S_2 \dot{x}_2 - k_D \dot{\theta}_D \\
\dot{\theta}_\omega &= \rho_\omega S_2 P_m - k_\omega \dot{\theta}_\omega \\
\dot{\theta}_d &= \rho_d (S_2 x_3 - (S_3 + e_3)) \sin(x_1 + \delta_0) - k_d \dot{\theta}_d \\
\dot{\theta}_q &= \rho_q (S_2 x_4 - (S_4 + e_4)) \cos(x_1 + \delta_0) - k_q \dot{\theta}_q \\
\dot{\theta}_m &= \rho_m S_2 \sin 2(x_1 + \delta_0) - k_m \dot{\theta}_m
\end{align*}
\]

(15)
where \( k_D, k_w, k_d, k_g, \) and \( k_m \) are positive design parameters.

**Step 3:** Let us define the third and the fourth surfaces to be \( S_3 = x_3 - x_{3d} \) and \( S_4 = x_4 - x_{4d} \). Then, the Lyapunov function candidate is chosen as

\[
V_3 = \frac{1}{2} S_3^2 + \frac{1}{2} S_4^2 + \sum_{i=1}^{5} \frac{1}{2 \rho_i} \dot{\theta}_i^2
\]

(16)

where \( \dot{\theta}_i = \theta_i - \hat{\theta}_i \), \( i = 1, 2, 3, 4 \) denotes the estimation errors corresponding to the known parameters \( \theta_i \). \( \hat{\theta}_i \) is the estimated value of \( \theta_i \). \( \rho_i \) is a positive constant.

Then the time derivative of \( V_3 \) along the system trajectories turns into as follows:

\[
\dot{V}_3 = S_3 (\dot{x}_3 - \dot{x}_{3d}) + S_4 (\dot{x}_4 - \dot{x}_{4d}) - \sum_{i=1}^{5} \frac{\dot{\theta}_i \ddot{\theta}_i}{\rho_i}
\]

\[
= S_3 \left( \ddot{\theta}_1 x_3 + \ddot{\theta}_2 \cos(x_1 + \delta_0) + \ddot{\theta}_3 x_5 - x_{3d} \right) + S_4 \left( \ddot{\theta}_4 x_4 + \ddot{\theta}_5 \sin(x_1 + \delta_0) - \dot{x}_{4d} \right)
\]

\[
+ \ddot{\theta}_1 \left( S_3 x_3 - \frac{\dot{\theta}_1}{\rho_1} \right) + \ddot{\theta}_2 \left( S_3 \cos(x_1 + \delta_0) - \frac{\dot{\theta}_2}{\rho_2} \right) + \ddot{\theta}_3 \left( S_3 x_5 - \frac{\dot{\theta}_3}{\rho_3} \right)
\]

\[
+ \ddot{\theta}_4 \left( S_4 x_4 - \frac{\dot{\theta}_4}{\rho_4} \right) + \ddot{\theta}_5 \left( S_4 \cos(x_1 + \delta_0) - \frac{\dot{\theta}_5}{\rho_5} \right)
\]

(17)

From (17), it is easy to choose a virtual control to driven \( S_3 \to 0 \),

\[
\alpha_4 = -\frac{1}{\dot{\theta}_3} \left( c_3 S_3 + \ddot{\theta}_1 x_3 + \ddot{\theta}_2 \cos(x_1 + \delta_0) - x_{3d} \right)
\]

(18)

Furthermore, it is essential from (17) to obtain the following expression:

\[
\ddot{\theta}_4 x_4 + \ddot{\theta}_5 \sin(x_1 + \delta_0) - \dot{x}_{4d} = -c_4 S_4
\]

(19)

Once again, let us introduce a new state variable \( x_{5d} \); thus, we pass \( \alpha_4 \) through a first-order filter, with time constant (\( \tau_4 \)) to obtain \( x_5 \) as follows:

\[
\tau_5 \ddot{x}_{5d} + x_{5d} = \alpha_4, \quad x_{5d}(0) = \alpha_4(0) \Rightarrow \dot{x}_{5d} = -\frac{e_5}{\tau_5}
\]

(20)

where \( e_5 = x_{5d} - \alpha_4 \) is the boundary layer error.

Moreover, for this step, the update laws for the parameter estimation are as follows:

\[
\begin{aligned}
\dot{\theta}_1 &= \rho_1 S_3 x_3 - k_1 \dot{\theta}_1 \\
\dot{\theta}_2 &= \rho_2 S_3 \cos(x_1 + \delta_0) - k_2 \dot{\theta}_2 \\
\dot{\theta}_3 &= \rho_3 (S_3 x_5 - (S_5 + e_5)) - k_3 \dot{\theta}_3 \\
\dot{\theta}_4 &= \rho_4 S_4 x_4 - k_4 \dot{\theta}_4 \\
\dot{\theta}_5 &= \rho_5 S_4 \sin(x_1 + \delta_0) - k_5 \dot{\theta}_5
\end{aligned}
\]

(21)

where \( k_1, k_2, k_3, k_4, k_5 \) are positive design parameters.

**Step 4:** Let us define the surface as \( S_5 = x_5 - x_{5d} \). Similarly, let us introduce the Lyapunov function as

\[
V_4 = \frac{1}{2} S_5^2 + \sum_{j=1}^{7} \frac{1}{2 \rho_j} \dot{\theta}_j^2
\]

(22)
derivative of is studied. The objective of this part is to indicate that the closed-loop system has the a set of the first-order low-pass filters. According to the definition of the boundary layer in addition, we need to consider the boundary errors because of the effect of inclusion of the synchronous generators can be rewritten as follows:

\[
\begin{align*}
\dot{V}_4 &= S_5 (x_5 - \dot{x}_5) + \sum_{j=6}^{7} \frac{\dot{\theta}_j \hat{\theta}_j}{\rho_j} \\
&= S_5 \left( \hat{\theta}_6 x_5 + \hat{\theta}_7 (V_{ref} - V_t + u_c) - \dot{x}_5 \right) \\
&\quad + \hat{\theta}_6 \left( S_5 x_5 - \frac{\dot{\theta}_6}{\rho_6} \right) + \hat{\theta}_7 \left( S_5 (V_{ref} - V_t + u_c) - \frac{\dot{\theta}_7}{\rho_7} \right)
\end{align*}
\]

Thus, a suitable control law \( u_c \) is selected as follows:

\[
u_c = V_{ref} - V_t + \frac{1}{\theta_7} \left( -c_5 S_5 + \dot{x}_5 - \hat{\theta}_6 x_5 \right)
\]

where \( c_5 \) is a positive design parameter. Apart from this, the update laws for the parameter estimate are the following:

\[
\begin{align*}
\dot{\theta}_6 &= \rho_6 S_5 x_5 - k_6 \theta_6, \\
\dot{\theta}_7 &= \rho_7 S_5 (V_{ref} - V_t + u_c) - k_7 \theta_7
\end{align*}
\]

where \( k_6 \) and \( k_7 \) are positive design parameters.

3.2. Stability analysis. In this subsection, the stability analysis for the presented scheme is studied. The objective of this part is to indicate that the closed-loop system has the semi-globally uniformly ultimate boundedness property. First, by subtracting and adding \( x_{kd} \), and \( \alpha_{k-1} \), \( k = 2, 3, 4, 5 \) in \( x_l \), \( l = 1, 2, 3, 4, 5 \), the dynamics of high-order models of synchronous generators can be rewritten as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 - x_{2d} + x_{2d} - \alpha_1 + \alpha_1 = S_2 + e_2 - \alpha_1 = S_2 + e_2 - c_1 S_1 \\
\dot{x}_2 &= \theta_D x_2 + \theta_m P_m + \theta_q (x_3 - x_{3d} + x_{3d} - \alpha_2 + \alpha_2) \sin(x_1 + \delta_0) \\
&\quad + \theta_q (x_4 - x_{4d} + x_{4d} - \alpha_3 + \alpha_3) \cos(x_1 + \delta_0) + \theta_m \sin 2(x_1 + \delta_0) \\
&= \theta_D x_2 + \theta_m P_m + \theta_q (S_3 + e_3 + \alpha_2) \sin(x_1 + \delta_0) + \theta_q (S_4 + e_4 + \alpha_3) \cos(x_1 + \delta_0) \\
&\quad + \theta_m \sin 2(x_1 + \delta_0) = -c_2 S_2 + \theta_D (S_3 + e_3) + \theta_q (S_4 + e_4) + \dot{x}_{2d} \\
\dot{x}_3 &= -\theta_1 x_3 + \theta_2 I_d + \theta_3 (x_5 - x_{5d} + x_{5d} - \alpha_4 + \alpha_4) \\
&= -\theta_1 x_3 + \theta_2 I_d + \theta_3 (S_5 + e_5 + \alpha_4) = -c_3 S_3 + \theta_3 (S_5 + e_5) + \dot{x}_{3d} \\
\dot{x}_4 &= -c_4 S_4 + \dot{x}_{4d}, \quad \dot{x}_5 = -c_5 S_5 + \dot{x}_{5d}
\end{align*}
\]

where \( S_l = x_l - x_{ld}, \ l = 1, 2, 3, 4, 5, \ x_{1d} = 0 \) and \( e_k = x_{kd} - \alpha_{k-1}, \ k = 2, 3, 4, 5 \). Based on the definition of the surface errors, one has the time derivative of the surface errors as follows:

\[
\begin{align*}
\dot{S}_1 &= -c_1 S_1 + S_2 + e_2 \\
\dot{S}_2 &= -c_2 S_2 + \theta_D (S_3 + e_3) + \theta_q (S_4 + e_4) \\
\dot{S}_3 &= -c_3 S_3 + \theta_3 (S_5 + e_5) \\
\dot{S}_4 &= -c_4 S_4, \quad \dot{S}_5 = -c_5 S_5
\end{align*}
\]

In addition, we need to consider the boundary errors because of the effect of inclusion of the set of the first-order low-pass filters. According to the definition of the boundary layer...
errors, we have the filter dynamics as follows:

\[ \dot{e}_k = -\frac{e_k}{\tau_k} + B_k \left( S_1, \ldots, S_k, e_2, \ldots, e_k, \theta_D, \ldots, \theta_5 \right) \]  

(28)

where \( B_k(\cdot) \) is a continuous function defined as follows:

\[
\begin{align*}
B_2(\cdot) &= -\dot{\alpha}_1 - \frac{\partial \alpha_1}{\partial x_1} \dot{x}_1 \\
B_3(\cdot) &= -\dot{\alpha}_2 - \frac{\partial \alpha_2}{\partial x_1} \dot{x}_1 - \frac{\partial \alpha_2}{\partial x_2} \dot{x}_2 - \frac{\partial \alpha_2}{\partial \theta_\omega} \dot{\theta}_\omega - \frac{\partial \alpha_2}{\partial \theta_D} \dot{\theta}_D - \frac{\partial \alpha_2}{\partial \theta_d} \dot{\theta}_d - \frac{\partial \alpha_2}{\partial \theta_m} \dot{\theta}_m \\
B_4(\cdot) &= -\dot{\alpha}_3 - \frac{\partial \alpha_3}{\partial x_1} \dot{x}_1 - \frac{\partial \alpha_3}{\partial x_2} \dot{x}_2 - \frac{\partial \alpha_3}{\partial \theta_\omega} \dot{\theta}_\omega - \frac{\partial \alpha_3}{\partial \theta_D} \dot{\theta}_D - \frac{\partial \alpha_3}{\partial \theta_q} \dot{\theta}_q - \frac{\partial \alpha_3}{\partial \theta_m} \dot{\theta}_m \\
B_5(\cdot) &= -\dot{\alpha}_4 - \frac{\partial \alpha_4}{\partial x_1} \dot{x}_1 - \frac{\partial \alpha_4}{\partial x_3} \dot{x}_3 - \frac{\partial \alpha_4}{\partial \theta_\omega} \dot{\theta}_\omega - \frac{\partial \alpha_4}{\partial \theta_\omega} \dot{\theta}_2 - \frac{\partial \alpha_4}{\partial \theta_3} \dot{\theta}_3
\end{align*}
\]

(29)

Therefore, the main result of this work can be summarized in the following theorem.

**Theorem 3.1.** Consider the closed-loop dynamics consisting of the higher-order model of synchronous generators (5), the control law (24), the parameter estimate algorithms (15), (21), (25), and linear filters (10), (14), (20). Assume that all state variables are measurable. If there exists a set of suitable design parameters \( c_i, k_r, \rho_r, \tau_k \) \( (i = 1, 2, 3, 4, 5, r = D, \omega, d, q, m, 1, 2, 3, 4, 5, k = 2, 3, 4, 5) \) satisfying

\[
\begin{align*}
\bar{e}_1 &= c_1 - 1.5 \\
\bar{e}_2 &= c_2 - \theta_d^2 - \theta_q^2 - 0.5 \\
\bar{e}_3 &= c_3 - \theta_\omega^2 - 0.5 \\
\bar{e}_4 &= c_4 - 0.5 \\
\bar{e}_5 &= c_5 - 0.5 \\
\bar{e}_{k0} &= \frac{1}{\tau_k} - \frac{B_k^2}{2\pi_k} - \frac{1}{2}, \quad k_r > 0, \quad \rho_r > 0
\end{align*}
\]

(30)

such that all signals of the overall closed-loop dynamics are semi-globally uniformly and ultimately bounded.

**Proof:** We define the Lyapunov function as

\[ V = \sum_{j=1}^{4} V_j + \sum_{k=2}^{5} \frac{1}{2} e_k^2 \]  

(31)

The time derivative of \( V \) along trajectories (27) and (28) is as follows:

\[
\dot{V} = \sum_{i=1}^{5} S_i \dot{S}_i - \dot{\theta}_D \dot{\theta}_D - \dot{\theta}_\omega \dot{\theta}_\omega - \dot{\theta}_d \dot{\theta}_d - \dot{\theta}_q \dot{\theta}_q - \dot{\theta}_m \dot{\theta}_m - \sum_{i=1}^{7} \dot{\theta}_i \dot{\theta}_i + \sum_{k=2}^{5} e_k \dot{e}_k
\]

\[ = S_1(-c_1 S_1 + S_2 + e_2) + S_2(-c_2 S_2 + \theta_d(S_3 + e_3) + \theta_q(S_4 + e_4)) + S_3(-c_3 S_3 + \theta_3(S_5 + e_5)) - c_4 S_4^2 - c_5 S_5^2 + \frac{k_D}{\rho_D} \dot{\theta}_D \dot{\theta}_D + \frac{k_\omega}{\rho_\omega} \dot{\theta}_\omega \dot{\theta}_\omega + \frac{k_d}{\rho_d} \dot{\theta}_d \dot{\theta}_d
\]

\[ + \frac{k_m}{\rho_m} \dot{\theta}_m \dot{\theta}_m + \sum_{i=1}^{7} \frac{k_i}{\rho_i} \dot{\theta}_i \dot{\theta}_i + \sum_{k=2}^{5} e_k \left( -\frac{e_k}{\tau_k} + B_k \right) \]  

(32)

For \( j = 1, 2, 3, 4, k = 2, 3, 4, 5 \) and \( p > 0 \), the set \( \Omega := \sum_{j=1}^{4} 2V_j + \sum_{k=2}^{5} e_k^2 \leq 2p \) is compact set in \( \mathbb{R}^{21} \). According to the property of continuous function, we know that \( B_k(\cdot) \)
has a bound on $\Omega$, such that $|B_k(\cdot)| \leq B_k$, $k = 2, 3, 4, 5$. Based on the Young’s inequality $(2ab \leq a^2 + b^2)$, we have the following inequalities:

$$S_1S_2 \leq \frac{S_2^2}{2} + \frac{S_2^2}{2}, \quad S_1e_2 \leq \frac{S_2^2}{2} + \frac{e^2_2}{2}, \quad \theta_dS_2S_3 \leq \frac{(\theta_d)^2S_2^2}{2} + \frac{S_3^2}{2},$$

$$\theta_dS_2e_3 \leq \frac{(\theta_d)^2S_2^2}{2} + \frac{e^2_3}{2}, \quad \theta_qS_2S_4 \leq \frac{(\theta_q)^2S_2^2}{2} + \frac{S_4^2}{2}, \quad \theta_qS_2e_4 \leq \frac{(\theta_q)^2S_2^2}{2} + \frac{e^2_4}{2},$$

$$\theta_3S_3S_5 \leq \frac{\theta_3^2S_3^2}{2} + \frac{S_5^2}{2}, \quad \theta_3S_3e_5 \leq \frac{\theta_3^2S_3^2}{2} + \frac{e_5^2}{2},$$

$$c_k \left( -\frac{c_k}{\tau_k} + B_k \right) \leq -\left( \frac{1}{\tau_k} - \frac{B_k^2}{2\pi_k^2} \right) e^2_k + \frac{\pi_k}{2}, \quad \pi_k > 0, \quad k = 2, 3, 4, 5.$$

Note that

$$\frac{k_r}{\rho_r} = k_r \frac{\hat{\theta}_r}{\hat{\theta}_r} \left( \theta_r - \hat{\theta}_r \right) \leq -\frac{k_r}{2\rho_r} \theta_r^2 + \frac{k_r}{2\rho_r} \hat{\theta}_r^2, \quad r = D, \omega, d, q, m, 1, 2, \ldots, 7$$

From the inequalities above, one has

$$\dot{V} = -(c_1 - 1)S_1^2 - \left( c_2 - \theta_\omega^2 - \theta_q^2 - 0.5 \right) S_2^2 - \left( c_3 - \theta_\delta^2 - 0.5 \right) S_3^2 - \left( c_4 - 0.5 \right) S_4^2$$

$$- \left( c_5 - 0.5 \right) S_5^2 \leq -\sum_{k=2}^{5} \left( \frac{1}{\tau_k} - \frac{B_k^2}{2\pi_k^2} \right) - \frac{k_D^2}{2\rho_D} \theta_D^2 - \frac{k_\omega^2}{2\rho_\omega} \theta_\omega^2 - \frac{k_q^2}{2\rho_q} \theta_q^2 - \frac{k_m^2}{2\rho_m} \theta_m^2 + \Pi \leq -\sum_{i=1}^{7} \frac{k_i}{2\rho_i} \theta_i^2 + \Pi$$

where $\Pi = \sum_{k=2}^{5} \frac{\pi_k}{2} + \frac{k_D^2}{2\rho_D} \theta_D^2 + \frac{k_\omega^2}{2\rho_\omega} \theta_\omega^2 + \frac{k_q^2}{2\rho_q} \theta_q^2 + \frac{k_m^2}{2\rho_m} \theta_m^2 + \sum_{i=1}^{7} \frac{k_i}{2\rho_i} \theta_i^2$.

After selecting $c_1 = \bar{c}_1 + 1$, $c_2 = \bar{c}_2 + \theta_\delta^2 + \theta_\omega^2 + 0.5$, $c_3 = \bar{c}_3 + \theta_\delta^2 + 0.5$, $c_4 = \bar{c}_4 + 0.5$, $c_5 = \bar{c}_5 + 0.5$, $\frac{1}{\bar{\tau}_i} = \bar{c}_{k0} + \frac{\bar{B}_i^2}{2\pi_k} + \frac{1}{2}$, we obtain

$$c = \min \left\{ \bar{c}_1, \ldots, \bar{c}_5, \bar{c}_{20}, \ldots, \bar{c}_{50}, \frac{k_D}{2\rho_D}, \frac{k_\omega}{2\rho_\omega}, \frac{k_q}{2\rho_q}, \frac{k_m}{2\rho_m}, \frac{k_1}{2\rho_1}, \ldots, \frac{k_5}{2\rho_5} \right\} > 0$$

After that, the following inequalities hold.

$$\dot{V} \leq -cV + \Pi$$

After solving the inequality (36), we obtain

$$0 \leq V(t) \leq \left( V(0) - \frac{\Pi}{c} \right) e^{-ct} + \frac{\Pi}{c}$$

From (37), it can be inferred that $V(t)$ eventually settles down to $\frac{\Pi}{c}$. This means that all the trajectories of the closed-loop dynamics are semi-globally uniformly ultimately bounded. From (37), it is easy to know that $V$, $S_i$, $e_k$, and $\theta_r$ are bounded, and the closed-loop dynamics are stable. $\hat{\theta}_r = \theta_r - \tilde{\theta}_r$ are bounded due to the boundedness of $\theta_r$ and $\tilde{\theta}_r$. Because $S_i = x_i - x_{id}$ are bounded, $x_i$ are bounded as well. Similarly, $\alpha_k$ is a function of bounded signals $S_i$, $\hat{\theta}_r$, and $x_{id}$, so $\alpha_k$ is also bounded. Also, it can be concluded that $S_i$, $e_k$, $\hat{\theta}_r$, $x_i$, $\alpha_k$ are all bounded. In addition, since $V_S = \frac{1}{2}S_1^2$, one has

$$\sum_{i=1}^{5} \frac{1}{2}S_i^2 \leq V$$
From the inequality in (37), the following inequality holds:

$$\lim_{t \to +\infty} S_t \leq \sqrt{2V} \leq \sqrt{\frac{2\pi}{c}}$$

(39)

It can be observed from (39) that the boundedness of the surface errors ($S_t$) depends upon a suitable selection of design parameters $c_l$, $k_r$, $\rho_r$, $\tau_k$ as given in (30). Further, based on appropriately tuning the design parameters, the surface errors can be regulated to an arbitrary small neighborhood of the desired equilibrium. This completes the proof.

**Remark 3.1.** The novelty and the advantages of this paper over existing results are as follows: (i) The proposed control method is able to enhance transient stability and guarantee that all trajectories of the overall closed-loop dynamics are bounded; (ii) The developed control law is designed without directly finding the derivative of virtual control functions at each step; and (iii) The presented scheme provides satisfactory dynamic performances in spite of the presence of unknown parameters.

4. **Simulation Results.** In this section, in order to verify the effectiveness of the proposed nonlinear controller. The proposed controller is evaluated via simulations of a single-machine infinite bus (SMIB) power system consisting of the fifth-order model of synchronous generators as shown in Figure 1. The performance of the proposed control scheme is evaluated in MATLAB environment.

![A single line diagram of SMIB model](image)

**Figure 1.** A single line diagram of SMIB model

The physical parameters (pu.), the controller parameters, and initial conditions used for this power system model are as follows.

- The actual parameter values of high-order model of synchronous generators and transmission line: $\omega_s = 2\pi f$ rad/s, $D = 5$, $H = 4$, $f = 60$ Hz, $T_{d0} = 0.4$, $T_{q0} = 0.1$, $V_\infty = 1\angle 0^\circ$, $\omega = \omega_s$, $X_q = 1.7$, $X'_q = 0.28$, $X_d = 1.8$, $X'_d = 0.17$, $X_T = 0.1$, $X_L = 0.15$.
- The design parameters of the proposed controller are $c_l = 100$, ($l = 1, 2, 3, 4, 5$), $k_r = 1$, $\rho_r = 10$, ($r = D, \omega, d, q, m, 1, 2, \ldots, 7$), $\tau_k = 0.01$, ($k = 2, 3, 4, 5$).
- Initial conditions $\delta_0 = 1.20135$ rad, $E'_{q0} = 0.4391$, $E'_{d0} = 0.703$, $E_{f0} = 0.7422$, $x_{kd} = 0$, ($k = 2, 3, 4, 5$).

For the simulations, assume that there is a symmetrical three-phase fault occurring at the point $P$ as shown in Figure 1. For the fault of interest, there are five stages of interest as follows. Firstly, all state variables are at pre-fault steady state. The fault occurs at $t = 0.5$ sec. Afterwards, the fault is isolated by opening the breaker at $t = 0.7$ sec. The transmission line can be restored at $t = 1.5$ sec. Eventually, the system returns to a post-fault state.

The time domain simulations are carried out to investigate the system stability enhancement and the dynamic performance of the designed controller, as given in (24). To exhibit the control performance and the advantages of the proposed adaptive dynamic
surface controller, a conventional adaptive backstepping controller (CABC) design [13] is employed for comparison, as given in (40):

\[ u_{\text{cabc}} = V_t - V_{\text{ref}} - \frac{1}{\dot{\theta}}\left( c_5 z_5 + \theta_3 z_3 + \dot{\theta}_6 x_5 - \dot{\alpha}_4 \right) \]  \hspace{1cm} (40)

where \( z_i = x_i - \alpha_{i-1}, \ i = 1, 2, 3, 4, 5, \ \alpha_0 = 0, \ \alpha_1 = -c_1 z_1, \ \alpha_2 = -\frac{1}{\dot{\theta}_3} \sin(\gamma) \left( \dot{\theta}_6 P_m + 0.5 \left( z_1 + \dot{\theta}_D x_2 + \dot{\theta}_m \sin 2(x_1 + \delta_0) + c_2 z_2 - \dot{\alpha}_1 \right) \right), \ \alpha_3 = -\frac{1}{2\dot{\theta}_q \cos(x_1 + \delta_0)} \left( z_1 + \dot{\theta}_D x_2 + \dot{\theta}_m \sin 2(x_1 + \delta_0) + c_2 z_2 - \dot{\alpha}_1 \right), \ \alpha_4 = -\frac{1}{\dot{\theta}_3} \left( \dot{c}_3 z_3 + z_2 \dot{\theta}_d \sin(x_1 + \delta_0) + \dot{\theta}_1 x_3 + \dot{\theta}_2 \cos(x_1 + \delta_0) - \dot{\alpha}_2 \right), \ \dot{\theta}_D = \rho_D z_2 x_2 - k_D \dot{\theta}_D, \ \dot{\theta}_q = \rho_q z_2 x_4 + k_q z_4, \ \dot{\theta}_m = \rho_m z_2 x_3 + k_m \dot{\theta}_m, \ \dot{\theta}_1 = \rho_1 z_3 x_3 - k_1 \dot{\theta}_1, \ \dot{\theta}_2 = \rho_2 z_2 \cos(x_1 + \delta_0) - k_2 \dot{\theta}_2, \ \dot{\theta}_3 = \rho_3 z_3 x_5 + k_3 \dot{\theta}_3, \ \dot{\theta}_4 = \rho_4 z_4 x_4 - k_4 \dot{\theta}_4, \ \dot{\theta}_5 = \rho_5 z_5 \cos(x_1 + \delta_0) - k_5 \dot{\theta}_5, \ \dot{\theta}_6 = \rho_6 z_6 x_5 - k_6 \dot{\theta}_6, \ \dot{\theta}_7 = \rho_7 z_2 (V_{\text{ref}} - V_i + u_{\text{cabc}}) - k_7 \dot{\theta}_7. \)

The controller parameters of this scheme are set as \( c_i = 100, \ (i = 1, 2, 3, 4, 5), \ k_r = 1, \ \rho_r = 10, \ r = D, \omega, d, q, m, 1, 2, \ldots, 7. \)

**Remark 4.1.** It is evident from (40) that the obtained control law depends on computing the repeated differentiations of the virtual control functions \( (\alpha_1, \alpha_2, \alpha_3, \alpha_4) \) in each design step. Therefore, this computation makes the design procedure more complicated as compared with the proposed control (24).

The simulation results are presented and discussed as follows. Time histories of the power angle, frequency, \( d \)-axis and \( q \)-axis transient internal voltages along with field voltage under two controllers are presented in Figures 2 and 3, respectively.

**Figure 2.** Controller performance – Power angles (\( \delta \)) (rad.), and frequency (\( \omega - \omega_s \)) rad/s (Solid: Proposed control, Dotted: Conventional adaptive backstepping control)
It can be seen from these figures that the presented design and the CBSC design can settle down to the desired equilibrium point. Clearly, the developed scheme can reach better transient performances such as a shorter settling time, a short rise time, and a faster convergence rate. In contrast, all time responses are sluggishly damped by the CABC approach. In comparison with the CBSC method, the presented controller offers a good dynamic performance such as satisfactory overshoots and rapidly suppressing oscillations. Figures 4 and 5 show the parameter estimators \( \hat{\theta}_r \) can settle down to their pre-fault values after the fault is isolated. This shows the effectiveness and superiority of the developed control capable of estimating unknown parameters successfully.

From the simulation results above, it is obvious that after the proposed approach is applied to the SMIB power systems, it offers the advantages over the CABC method as follows.

- Although the proposed controller can steer all trajectories of closed-loop dynamics to the equilibrium rapidly like the CABC method, it is not necessary to compute the time derivative of the virtual control functions in each design step. This eventually enables us to avoid the problem of “explosion of complexity” inherent in backstepping.
- The developed control strategy can guarantee that the states of closed-loop system are semi-globally uniformly ultimately bounded. It also provides better superior transient performances. In particular, it can be seen that the dynamic responses of the presented control are improved as compared with the CABC method in spite of having unknown parameters.
Figure 4. Parameter estimations: $\hat{\theta}_D$, $\hat{\theta}_\omega$, $\hat{\theta}_d$, $\hat{\theta}_q$, and $\hat{\theta}_m$.

Figure 5. Parameter estimations: $\hat{\theta}_1$, $\hat{\theta}_2$, $\hat{\theta}_3$, $\hat{\theta}_4$, $\hat{\theta}_5$, $\hat{\theta}_6$ and $\hat{\theta}_7$. 
5. **Conclusion.** In this paper, an adaptive control scheme for higher-order models of synchronous generators in the presence of unknown parameters has been presented. The proposed strategy has been developed via a dynamic surface control approach. This presented design procedure can offer better transient performance and avoid the problem of “explosion of terms” inherent in backstepping approach as compared with the conventional adaptive backstepping control (CABC). With the help of Lyapunov control theory, the stability analysis of closed-loop system has been provided to guarantee that all signals of the overall closed-loop dynamics are semi-globally uniformly ultimately bounded. The simulation results have confirmed the effectiveness and superiority of the proposed method over the CABC method. The future study will focus on the extension of this approach to an adaptive dynamic surface controller for multi-machine power systems in the presence of external disturbances. In addition, an adaptive dynamic surface control combined with fuzzy approximation [29] for multi-machine power systems will be investigated in the future.

**REFERENCES**


