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ABSTRACT. With the rapid development of communication network and multimedia technology in recent years, a large number of digital images are generated and transmitted on the network. In order to make some sensitive information images safely transmitted on the Internet, this paper proposes a color image encryption algorithm based on a novel four-dimensional (4-D) hyper-chaotic system. Firstly, the key of the system is generated by the SHA-256 hash algorithm, which can effectively strengthen the algorithm’s ability to resist known-plaintext attacks. Then we scramble the color plain image through Arnold map, and propose a new 4-D hyper-chaotic system and its circuit simulation. And an improved substitution box (S-box) is generated by using the chaotic pseudo-random sequence generated by the hyper-chaotic system. The scrambled image is replaced by the generated S-box, and then the replaced image is combined with the chaotic pseudo-random sequence for diffusion operation to generate ciphertext image. In the end, the experimental results and security analysis show that the algorithm has sufficient key space, high key sensitivity, and high security.

Keywords: Color image encryption, Hyper-chaotic map, Random sequence, S-box

1. Introduction. In recent years, with the rapid development of communication network and multimedia technology, a large number of digital data are generated and transmitted on the Internet every day. These data carry various kinds of information. Among these data, digital images may contain some sensitive information, such as personal handwritten [1] signatures, medical files, commercial data, and military intelligence. When these images are intercepted or tampered with during transmission, the owners of these images will disclose their privacy information. Therefore, how to protect this information is a valuable research project. Image encryption usually means that the sender converts plaintext image information into meaningless information, such as noise-like images, and transmits it to the receiver for decryption to ensure the safe transmission of the image. Compared with text information, image data has the characteristics of large amount of data and strong correlation in spatial domain. Traditional general algorithms for text encryption, such as DES, AES and IDEA, are not suitable for image encryption [2-4]. Due to the special characteristics of chaotic system, such as sensitivity to initial conditions and internal randomness, image encryption algorithm based on chaos has become one of the ideal encryption methods [5]. Because the dynamic characteristics of chaotic systems are very
similar to traditional cryptography, Fridrich [6] has proposed a general structure of chaotic image encryption systems of ‘scrambling and diffusion’. And chaotic cryptography began to arouse scholars’ research interest in image encryption.

The typical image encryption process based on chaotic systems is to generate pseudo-random sequences, and then use pseudo-random sequences for scrambling and diffusion [7]. According to the combination of simple chaotic maps and complex chaotic systems, an image encryption algorithm was proposed [8]. The image encryption algorithm can further enhance the sensitivity of the algorithm and enhance the security of the encryption system. The complexity of the encryption algorithm was increased by increasing the scrambling and diffusion rounds or by use of more complex chaotic maps to generate chaotic sequences [9].

According to the principle of cryptography, the security of encryption algorithm is closely related to its key space. Thus, the key space of an encryption algorithm must be large enough to resist brute force attacks under the existing computing power. The traditional one-dimensional chaotic map, such as Logistic map [10], has the disadvantage of uneven distribution, which leads to the poor encryption effect of the image encryption algorithm based on a one-dimensional chaotic map. The key space of the system is small, which makes the algorithm unable to resist all kinds of violent attacks. The common method to expand the key space of encryption system is to design a high-dimensional chaotic system or generate the key by combining hash functions.

Typically, confusion is the only nonlinear component in a cryptosystem preventing an attacker from estimating the propagation of information from input to output [11]. The S-box is a nonlinear component in cryptography [12], which is used to implement obfuscation operations in cryptography and is used in many famous block cipher systems such as DES [2,13] and AES [3,14]. Recent studies show that it is a novel and promising direction to design S-boxes by using the chaotic systems. In recent years, a large number of S-box construction algorithms based on chaotic systems have been proposed [15-18]. According to a general model about an S-box, Zhang and Xiao [15] proposed an image encryption scheme. The algorithm can not only resist chosen-plaintext attack, but also has low complexity. An adaptive color encryption scheme was designed based on autonomous chaotic system, SHA-512, and two S-boxes [17]. Hasanzadeh and Yaghoobi [18] proposed a novel color image encryption scheme based on fractals, S-box and hyper-chaotic system. The results and security analysis show that it has some advantages of a good encryption scheme, such as large key space and high sensitivity to key. In addition, the algorithm can resist a variety of typical attacks.

Based on the above discussion and analysis, in order to improve the sensitivity of image encryption algorithm to key and resist various typical attacks, such as improving the ability of the algorithm to resist chosen-plaintext attack and known-plaintext attack, we propose a novel digital color image encryption algorithm by using a new 4-D hyper-chaotic system and an improved S-box. The contributions and innovations of this article are as follows. 1) Use a new improved 4-D hyper-chaotic system, which has more complex chaotic behavior than general chaotic systems. At the same time, we design the corresponding circuit of the chaotic system. 2) By introducing the S-box used in the encryption system and confusion operation, an improved chaotic S-box is constructed based on the hyper-chaotic system. 3) By using SHA-256 to calculate the hash value of the plaintext file to generate the system key, we greatly improve the ability of the image encryption algorithm to resist chosen-plaintext attack and known-plaintext attack.

This paper proposes a color digital image encryption algorithm based on a 4-D hyper-chaotic system and a new S-box. The rest of this article is organized as follows. Section 2 introduces the basic theory of the chaotic systems we use. In Section 3, the detailed
steps of the encryption process and decryption process of the proposed algorithm are shown. In Section 4, the simulation experiment results and security analysis of the proposed encryption algorithm are given. Section 5 gives some conclusions of the proposed algorithm.

2. Introduction to Chaotic Systems. This part introduces Arnold map for image scrambling, the basic theory of our improved 4-D hyper-chaotic system, the circuit simulation of the hyper-chaotic system, and the randomness of binary pseudo-random generated by chaotic system is tested by NIST SP800-22 test suite.

2.1. Arnold map. The Arnold map was proposed by V. I. Arnold in the research of ergodic theory in 1960s [19]. As shown in the following Formula (1), this is a chaotic map that performs repeated folding and stretching transformations in a limited area.

\[
\begin{bmatrix}
  x_{n+1} \\
  y_{n+1}
\end{bmatrix} =
\begin{bmatrix}
  2 & 1 \\
  1 & 1
\end{bmatrix}
\begin{bmatrix}
  x_n \\
  y_n
\end{bmatrix} \mod (1) \tag{1}
\]

where “\(x \mod (1)\)” means the fractional part of \(x\) for any real number \(x\).

We can see that the security of Arnold map only depends on these initial values. In order to overcome this shortcoming, a generalized Arnold map [20] with two parameters is given as shown in the following Formula (2):

\[
\begin{bmatrix}
  x_{n+1} \\
  y_{n+1}
\end{bmatrix} =
\begin{bmatrix}
  1 & b_1 \\
  a_1 & a_1b_1 + 1
\end{bmatrix}
\begin{bmatrix}
  x_n \\
  y_n
\end{bmatrix} \mod (1) \tag{2}
\]

where \(a_1\) and \(b_1\) are real numbers called control parameters, and we could conclude that the largest Lyapunov exponent of generalized Arnold map is larger than that of origin Arnold map when \(a_1 > 1, b_1 > 1\). This shows that generalized Arnold map is in a strong sense of chaos, so it can better perform in data shuffling.

2.2. A 4-D hyper-chaotic system. There are two or more positive Lyapunov exponents in a hyper-chaotic system. At the same time, its dynamics extend in many different directions. This also means that hyper-chaotic systems have more complex dynamics. Due to its theoretical and practical applications in technical fields such as secure communications, lasers, nonlinear circuits, neural networks, generation, control and synchronization, the researches on hyper-chaotic systems have attracted more and more attention. Cai et al. [21] established a new three-dimensional autonomous chaotic system equation. The system description equation is as follows:

\[
\begin{align*}
  \dot{x} &= ax - y \\
  \dot{y} &= bx + cy - xz \\
  \dot{z} &= x^2 - hz \\
  \dot{w} &= -kx + ew
\end{align*} \tag{3}
\]

where \(a, b, c, h\) are constants and \(x, y, z\) are state variables of the system. When \(a = 20, b = 14, c = 10.6\) and \(h = 2.8\), the Lyapunov exponents of this chaotic system are \(LE_1 = 2.3554, LE_2 = 0\) and \(LE_3 = -14.5561\). And the \(LE\) dimension is 2.1618.

In this paper, we propose a new hyper-chaotic system based on the above 3-D chaotic system, which is described as follows:

\[
\begin{align*}
  \dot{x} &= ax - y \\
  \dot{y} &= bx + cy - xz + w \\
  \dot{z} &= x^2 - hz \\
  \dot{w} &= -kx + ew
\end{align*} \tag{4}
\]
where $x$, $y$, $z$ and $w$ are state variables of the hyper-chaotic system, $a$, $b$, $c$, $e$, $h$ and $k$ are system parameters, and $w$ is a state feedback controller. We have analyzed the system and find that when the typical parameters are fixed as $a = 20$, $b = 1$, $c = 10.6$, $e = 0.45$, $h = 2.8$ and $k = 3.7$, the system is hyperchaotic. Its Lyapunov exponents are $LE_1 = 0.80492$, $LE_2 = 0.39485$, $LE_3 = 0.00290$ and $LE_4 = -12.953$. And the LE dimension is 3.0929. The chaotic attractor diagram is shown in Figure 1.

In order to verify the feasibility of the chaotic system in hardware, we use Multisim 14.0 to design and simulate the chaotic system circuit. The circuit diagram calculated is shown in Figure 2, and the phase diagrams of $x$-$y$, $x$-$z$, $x$-$w$ simulated are shown in Figure 3.

![Figure 1](image1.png)

**Figure 1.** Simulation results: Projection on (a) $x$-$y$-$z$ plane; (b) $x$-$y$ plane; (c) $x$-$z$ plane; (d) $x$-$w$ plane

![Figure 2](image2.png)

**Figure 2.** Simulation circuit of the hyper-chaotic system
2.3. **NIST SP800-22 test.** The NIST SP800-22 test is designed to evaluate the performance of the pseudo-random number generator (PRNG) [22]. It can judge whether chaotic binary sequence is suitable for image encryption algorithm. The NIST SP800-22 test consists of 15 tests, including approximate entropy test, block frequency test, random offset test, etc. The randomness of the test sequence can be measured by $P$-value. If $P \geq 0.01$, the sequence passes the test and is random. If $P < 0.01$, the sequence fails in the test and is not random. If $P = 1$, the sequence is completely random. If $P = 0$, the sequence is not random at all. According to the recommendation of [23], 100 binary streams with 100,000,000 bits are used as input data, and the generated $P$-values are expected to fall into the range of 0.01 and 1 to pass the test.

Table 1 shows the test results, which show that the binary stream generated by the hyper-chaotic system can pass all sub-tests, which shows that this chaotic system is suitable for image encryption.

<table>
<thead>
<tr>
<th>Sub-test items</th>
<th>$P$-value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approximate entropy ($m = 10$)</td>
<td>0.494392</td>
<td>Pass</td>
</tr>
<tr>
<td>Block frequency ($M = 128$)</td>
<td>0.319084</td>
<td>Pass</td>
</tr>
<tr>
<td>Cumulative sums</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forward</td>
<td>0.657933</td>
<td>Pass</td>
</tr>
<tr>
<td>Reverse</td>
<td>0.055361</td>
<td>Pass</td>
</tr>
<tr>
<td>FFT</td>
<td>0.816537</td>
<td>Pass</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.798139</td>
<td>Pass</td>
</tr>
<tr>
<td>Linear complexity ($M = 500$)</td>
<td>0.350485</td>
<td>Pass</td>
</tr>
<tr>
<td>Longest run</td>
<td>0.102526</td>
<td>Pass</td>
</tr>
<tr>
<td>Nonoverlapping template ($m = 9$)</td>
<td>0.508804</td>
<td>Pass</td>
</tr>
<tr>
<td>Overlapping template ($m = 9$)</td>
<td>0.595549</td>
<td>Pass</td>
</tr>
<tr>
<td>Random excursions</td>
<td>0.668811</td>
<td>Pass</td>
</tr>
<tr>
<td>Random excursions variant</td>
<td>0.571699</td>
<td>Pass</td>
</tr>
<tr>
<td>Rank</td>
<td>0.455937</td>
<td>Pass</td>
</tr>
<tr>
<td>Runs</td>
<td>0.075719</td>
<td>Pass</td>
</tr>
<tr>
<td>Serial ($m = 16$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P$-value1</td>
<td>0.554420</td>
<td>Pass</td>
</tr>
<tr>
<td>$P$-value2</td>
<td>0.883171</td>
<td>Pass</td>
</tr>
<tr>
<td>Universal</td>
<td>0.616305</td>
<td>Pass</td>
</tr>
</tbody>
</table>
3. **The Encryption and Decryption Processes of the Proposed Algorithm.** This section presents the encryption and decryption processes of the proposed algorithm, including generating the key by SHA-256, the use of Arnold for pixel scrambling, the use of hyper-chaotic system to generate chaotic S-boxes, pixel byte substitution and image diffusion operations.

3.1. **Encryption process.** The encryption process is shown in Figure 4, and the operation steps are as follows.

**Step 1:** Get a color plaintext image $I$ with the size of $M \times N$, and use the SHA-256 to calculate the hash value of the image file, and save it as the hash value $K$.

**Step 2:** Divide the 256-bit hash value $K$ into 32 parts as $K = k_1, k_2, \ldots, k_{31}, k_{32}$, as shown in Figure 5. And we use every four parts to form a larger block, namely s1-s8. The eight blocks are used to generate the initial value of the chaotic system, which is mapped to $X_0, Y_0, Z_0$ and $W_0$ according to the following Formula (5), that is, as the initial value of the hyper-chaotic system, and the 32 parts of the hash value $K$ are summed to calculate the block generation parameter $P$.

\[
\begin{align*}
X_0 &= \text{sum}(K(1 : 4))/\text{mean}(K(5 : 8)))/4 \\
Y_0 &= (\text{sum}(K(9 : 12)) - \text{max}(K(13 : 16)))/4/256 \\
Z_0 &= \text{max}({\text{bitxor}}(K(17 : 20), K(21 : 24)))/256 \\
W_0 &= \text{mean}({\text{bitxor}}(K(25 : 28), K(29 : 32)))/256 \\
P &= \text{sum}(K(1 : 32))
\end{align*}
\]  

(5)

**Step 3:** Use the Arnold map according to the following Formula (6) to scramble all the pixels of R, G and B components of the plane image, and the scrambled image $I_s$ obtained. The scrambling operation parameters are $a_1 = 3$, $b_1 = 5$, and the number of scrambling operations times $O = \text{mod}(4 \times P, 64) + 50$.

\[
\begin{bmatrix}
x_{n+1} \\
y_{n+1}
\end{bmatrix} = \begin{bmatrix} 1 & b_1 \\ a_1 & a_1b_1 + 1 \end{bmatrix} \begin{bmatrix} x_n \\
y_n
\end{bmatrix} \mod (O)
\]  

(6)

**Figure 4.** The encryption and decryption processes of the proposed algorithm.
Step 4: The initial values of $X_0$, $Y_0$, $Z_0$ and $W_0$ are set in the hyper-chaotic system, and iterated $(10000 + M \times N)$ times to obtain the pseudo-random sequences $X$, $Y$, $Z$ and $W$.

Step 5: Extract $256$ points from the $3 \times P$ position from the sequence $W$ to obtain the sequence $W_z$. After performing numerical amplification and modulo operations according to the following Formula (7), they are arranged in descending order to obtain the replacement index sequence $W_{zb}$. The standard S-box in the AES algorithm is used to perform byte substitution operation on the sequence $W_{zb}$ to obtain the chaotic S-box for image encryption as shown in Figure 6.

$$\begin{cases} W_z = \text{mod} \left( W_z \times 10^4, 256 \right) \\ [W_z \ W_{zb}] = \text{sort} \left( W_z, \text{‘descend’} \right) \\ s_{box} = \text{sub\_bytes} \left( W_{zb}, \text{aes\_s\_box} \right) \end{cases}$$  

where $\text{sort()}$ refers to a sorting function, $\text{‘sub\_bytes()’}$ represents a byte substitution function, $\text{‘s\_box’}$ represents the generated chaotic S-box, and $\text{‘aes\_s\_box’}$ represents the S-box of the AES algorithm.

Step 6: Use the generated chaotic S-box on the image $I_s$ to do substitution operation after Arnold scrambling, and then obtain the substitutionary image $I_{su}$. From the iterated sequence $X$, $Y$, and $Z$, extract the data which are starting from the parameter $P$ with length $M \times N$ respectively, to form the sequence $X_z$, $Y_z$, $Z_z$, and then expand the data.
by $10^8$ and retain the decimal part to obtain the sequence $X_{zb}, Y_{zb}, Z_{zb}$, according to the following Formula (8).

$$
\begin{align*}
X_{zb} &= 10^8 \times X - \text{round} \left( 10^8 \times X \right) \\
Y_{zb} &= 10^8 \times Y - \text{round} \left( 10^8 \times Y \right) \\
Z_{zb} &= 10^8 \times Z - \text{round} \left( 10^8 \times Z \right)
\end{align*}
$$

**Step 7:** The three sequences $X_{zb}, Y_{zb}$ and $Z_{zb}$ are mapped to integers in the ranges from 0 to 255. We can obtain the sequences $ep_x, ep_y$ and $ep_z$ for the next image diffusion operation in the following Formula (9).

$$
\begin{align*}
ep_x &= \text{uint8} \left( \text{mod} \left( \text{floor} \left( 10^5 \times \text{abs}(X_{zb}) \right), 256 \right) \right) \\
ep_y &= \text{uint8} \left( \text{mod} \left( \text{floor} \left( 10^5 \times \text{abs}(Y_{zb}) \right), 256 \right) \right) \\
ep_z &= \text{uint8} \left( \text{mod} \left( \text{floor} \left( 10^5 \times \text{abs}(Z_{zb}) \right), 256 \right) \right)
\end{align*}
$$

**Step 8:** The substitutionary image $I_{su}$ is split into three components, namely, $I_{sur}, I_{sug}$ and $I_{sub}$. According to Formula (10), we can get three sequences, that is $ec_r, ec_g$ and $ec_b$. Then the three sequences are merged into the final ciphertext $I_{enc}$.

$$
\begin{align*}
ec_r &= ep_x \oplus I_{sur} \\
ec_g &= ep_y \oplus I_{sug} \\
ec_b &= ep_z \oplus I_{sub}
\end{align*}
$$

where the symbol $\oplus$ refers to XOR operation.

### 3.2. Decryption process.

The step of decrypting the cipher image is the reverse process of image encryption, as shown in the flowchart in Figure 4.

**Step 1:** Input the encrypted color image $I_{enc}$ with the size of $M \times N$, and the hash value $K$ of the original plaintext image file.

**Step 2:** Similar to Step 2 of encryption process, the initial value and parameter $P$ of chaotic system are obtained by hash value $K$.

**Step 3:** The sequence $ep_x, ep_y$ and $ep_z$ are obtained in the same way as the encryption Steps 6 and 7.

**Step 4:** In the same way as Step 8 of encryption, the encrypted color image $I_{enc}$ is divided into RGB components and XOR operation is performed respectively to obtain the image $I_{su}$ after having done original substitution operation.

**Step 5:** First, the chaotic S-box is obtained similar to the encryption Step 5, and then the inverse chaotic S-box is by taking the values of the elements of the S-box as indices. The original scrambled image $I_s$ is obtained by pixel value substitution of the original image $I_{su}$ with the chaotic inverse S-box.

**Step 6:** The original scrambled image $I_{su}$ is restored by using the following inverse Arnold transform according to Formula (11), and other parameters are consistent with the encryption Step 3. The scrambling operation parameters are $a_1 = 3, b_1 = 5$, and the number of scrambling operations times $O = \text{mod}(4 \times P, 64) + 50$. Finally, after reconstructing the restored RGB color components, the decrypted image $I_{dec}$ can be obtained.

$$
\begin{bmatrix}
x_{n+1} \\
y_{n+1}
\end{bmatrix}
= \begin{bmatrix}
a_1b_1 + 1 & -b_1 \\
-a_1 & 1
\end{bmatrix}
\begin{bmatrix}
x_n \\
y_n
\end{bmatrix}
\mod (O)
$$

### 4. Experimental Results and Safety Analysis.

In order to verify the security performance of our proposed algorithm, we used Matlab R2018b to carry out experiments and analysis. All the experiments and analyses were carried out on the same computer. Three standard color images of Lena, Baboon, and Sailboat on lake with a size of $512 \times 512$.
were selected from the USC-SIPI [10] image library as test images. And the same size images, All-black and All-white, are generated by Matlab. The simulation results are shown in Figure 7, which shows that the encryption algorithm is not limited to specific image information, and can effectively hide the information on the image intuitively.

4.1. **Key space.** A good encryption algorithm needs to have a large enough key space to resist brute-force attack. The key space needs to be at least $2^{100}$ [24]. The algorithm uses the SHA-256 to generate the initial key. SHA-256 can provide the key space of the $2^{128}$ anti-collision attack. At the same time, the algorithm has four main variable initial values. Assuming that the computer accuracy is $10^{15}$, the effective key space of the algorithm is $2^{128} + 10^{15} \times 4 \approx 2^{237}$. Obviously, this algorithm has enough key space to resist violent attacks.

4.2. **Key sensitivity.** Chaotic maps are sensitive to initial values and are very suitable for encryption algorithms. The key of the algorithm is generated by SHA-256, and finally mapped to the initial values of chaos system iteration $X_0, Y_0, Z_0, W_0$ and parameter $P$. In order to test the key sensitivity of the algorithm, here we select several parameters of
the key control: $X_0$, $Y_0$, $Z_0$, $W_0$ to add a $10^{-16}$ perturbation, and a 1-bit change to the original hash value $K$. Finally, we try to decrypt encrypted Lena images using these keys and the correct key.

$$K = c056da23302d2fb0d946e7ffa11e0d94618224193ff6e2f78ef8097bb8a3569b$$

$$K + 1 = c056da23302d2fb0d946e7ffa11e0d94618224193ff6e2f78ef8097bb8a3569c$$

Key 1: $K + 1$, $X_0$, $Y_0$, $Z_0$, $W_0$

Key 2: $K$, $X_0 + 10^{-16}$, $Y_0$, $Z_0$, $W_0$

Key 3: $K$, $X_0$, $Y_0 + 10^{-16}$, $Z_0$, $W_0$

Key 4: $K$, $X_0$, $Y_0$, $Z_0 + 10^{-16}$, $W_0$

Key 5: $K$, $X_0$, $Y_0$, $Z_0$, $W_0 + 10^{-16}$

The simulation results are shown in Figure 8. We cannot decrypt the cipher image successfully as long as one of control parameters changes slightly. The results show that the algorithm has high key sensitivity.

![Decrypted Images](image)

**Figure 8.** Decrypted images based on different keys: (a) decrypted by key 1; (b) decrypted by key 2; (c) decrypted by key 3; (d) decrypted by key 4; (e) decrypted by key 5; (f) decrypted by correct key

### 4.3. Histogram analysis.

The image histogram represents the intensity distribution of pixels in the image, and an encrypted image histogram showing a flat distribution can resist potential statistical analysis [25]. Figure 9 shows the histogram of the RGB color channels of the original image Lena and the encrypted image. It can be seen from Figure 9 that the pixel values of the R, G, and B channels of the original image are concentrated on some values, while the histograms of the three RGB channels of the encrypted image are very flat. Obviously, the encrypted image hides the histogram statistical characteristics of the original image, and it is difficult for an attacker to extract useful information from the encrypted image.

### 4.4. Differential attack analysis.

Differential attack is a kind of chosen-plaintext attacks. Differential attack used by the attacker tries to find the connection between plaintext and ciphertext by tracing the influence of subtle changes of plaintext on ciphertext. The established connection can be used to recover ciphertext without a key. So, an effective algorithm needs to be highly sensitive to the input data. If subtle changes in the
input data result in a huge change in the output ciphertext, then this differential attack is usually meaningless. In order to test and qualitatively analyze the resistance of our proposed encryption scheme to differential attacks, we adopted UACI (unified average change intensity) and NPCR (number of pixels change rate) standards [26], which are defined as Formula (13) and Formula (14).

\[
D(i, j) = \begin{cases} 
0, & \text{if } C_1(i, j) = C_2(i, j) \\
1, & \text{if } C_1(i, j) \neq C_2(i, j)
\end{cases} 
\]

\[
UACI(C_1, C_2) = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{|C_1(i, j) - C_2(i, j)|}{255} \times 100\% 
\]

\[
NPCR(C_1, C_2) = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} D(i, j) \times 100\% 
\]

where \( C_1 \) and \( C_2 \) are two encrypted images, which are obtained by encrypting two images with only one bit difference.

In each test, we randomly change one-bit of the original image to get a slightly different plaintext image, then encrypt the changed ciphertext image, and calculate the NPCR and UACI of all the color components. We conduct 100 tests on each test image, and finally get 100 groups of NPCR and UACI data. These NPCR and UACI data are averaged, and classified according to the R, G, and B color components, as shown in Table 2. The NPCR and UACI values are very close to the expected values of 99.6094\% and 33.4635\% [27] and thus the proposed image encryption technique shows good sensitivity to plaintext and is invulnerable to differential attacks.
Table 2. The NPCR% and UACI% of ciphered image with random change
one bit

<table>
<thead>
<tr>
<th>Test image</th>
<th>Average NPCR (%)</th>
<th>Average UACI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Red</td>
<td>Green</td>
</tr>
<tr>
<td>Lena</td>
<td>99.6090</td>
<td>99.6110</td>
</tr>
<tr>
<td>Baboon</td>
<td>99.6107</td>
<td>99.6107</td>
</tr>
<tr>
<td>Sailboat on lake</td>
<td>99.6075</td>
<td>99.6100</td>
</tr>
<tr>
<td>All-black</td>
<td>99.6095</td>
<td>99.6097</td>
</tr>
<tr>
<td>All-white</td>
<td>99.6077</td>
<td>99.6111</td>
</tr>
</tbody>
</table>

In 2011, Wu et al. [28] proposed a stricter criterion of NPCR and UACI. As for a
significance level $\beta$, the critical NPCR score $N^*_\beta$ can be expressed by

$$N^*_\beta = \left( F - \varphi^{-1}(\beta) \sqrt{F/MN} \right)/(F+1)$$

(15)

where $\varphi^{-1}(\cdot)$ is the inverse cumulative density function (CDF) of the standard normal
distribution, and $F$ represents the gray level of the image. For example, $F$ is equal to 1
when the test image is a binary image. Similarly, $F$ is equal to 255 when the test image
is an 8-bit image. If the obtained values of an image encryption algorithm are larger than
$N^*_\beta$, it can be considered to pass this test. The critical UACI interval $(U^*_\beta^-, U^*_\beta^+)$ can be
calculated by

$$\begin{cases} U^*_\beta^- = \mu_u - \varphi^{-1}(\beta/2)\sigma_u \\ U^*_\beta^+ = \mu_u + \varphi^{-1}(\beta/2)\sigma_u \end{cases}$$

(16)

where $\mu_u = (F + 2)/(3F + 3)$, $\sigma_u^2 = (F + 2)(F^2 + 2F + 3)/(18(F + 1)^2MN)$. If the
calculations of an image encryption algorithm fall into the interval $(U^*_\beta^-, U^*_\beta^+)$, it can be
considered to pass the test. The theoretical values of critical NPCR and UACI for images
with different sizes and significance levels respectively are shown in Table 3.

Table 3. The theoretical values of critical NPCR and UACI

<table>
<thead>
<tr>
<th>Image size</th>
<th>NPCR</th>
<th>UACI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N^<em>_\beta^</em>$</td>
<td>$U^<em>_\beta^-$, $U^</em>_\beta^+$</td>
</tr>
<tr>
<td>256 × 256</td>
<td>99.5693, 99.5527, 99.5341</td>
<td>(33.2824, 33.6447, 33.2255, 33.7016)</td>
</tr>
<tr>
<td>512 × 512</td>
<td>99.5893, 99.5810, 99.5717</td>
<td>(33.3730, 33.5541, 33.3445, 33.5826)</td>
</tr>
</tbody>
</table>

Table 4. The critical NPCR (%) of ciphered image with random change
one bit

<table>
<thead>
<tr>
<th>Test image</th>
<th>Average NPCR (%)</th>
<th>Critical NPCR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Red</td>
<td>Green</td>
</tr>
<tr>
<td>Lena</td>
<td>99.6090</td>
<td>99.6110</td>
</tr>
<tr>
<td>Baboon</td>
<td>99.6107</td>
<td>99.6107</td>
</tr>
<tr>
<td>Sailboat on lake</td>
<td>99.6075</td>
<td>99.6100</td>
</tr>
<tr>
<td>All-black</td>
<td>99.6095</td>
<td>99.6097</td>
</tr>
<tr>
<td>All-white</td>
<td>99.6077</td>
<td>99.6111</td>
</tr>
</tbody>
</table>
Table 5. The critical UACI (%) of ciphered image with random change one bit

<table>
<thead>
<tr>
<th>Test image</th>
<th>Average UACI (%)</th>
<th>Critical UACI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red</td>
<td>Green</td>
</tr>
<tr>
<td>Lena</td>
<td>33.4613</td>
<td>33.4666</td>
</tr>
<tr>
<td>Baboon</td>
<td>33.4731</td>
<td>33.4731</td>
</tr>
<tr>
<td>Sailboat on lake</td>
<td>33.4498</td>
<td>33.4498</td>
</tr>
<tr>
<td>All-black</td>
<td>33.4747</td>
<td>33.4591</td>
</tr>
<tr>
<td>All-white</td>
<td>33.4503</td>
<td>33.4555</td>
</tr>
</tbody>
</table>

Table 6. NPCRs and UACIs of the Lena image (512×512) for different methods

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>UACI (%)</td>
<td>33.4635</td>
<td>R</td>
<td>33.4629</td>
<td>33.4290</td>
<td>33.4280</td>
<td>33.42243</td>
<td>33.4291</td>
<td>33.4613</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>33.4840</td>
<td>33.4306</td>
<td>33.4966</td>
<td>33.43615</td>
<td>33.4252</td>
<td>33.4666</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>33.4880</td>
<td>33.3665</td>
<td>33.3779</td>
<td>33.46037</td>
<td>33.4219</td>
<td>33.4827</td>
</tr>
</tbody>
</table>

Combined with the data in Table 2, it can be seen from Table 4 that all the NPCR values are larger than $N^\star_\beta$, and close to the theoretical value of 99.6094%, and UACI scores shown in Table 5 are all within the accepted intervals $(U^-_{0.05}, U^+_{0.05})$. Thus, the algorithm meets the design requirements of expected resistance to differential attack.

Table 6 shows the performance comparison with other algorithms about NPCR and UACI. The comparison proves that our algorithm is very sensitive to the changes of pixels in the plain image, and the algorithm is closer to the ideal value while passing the critical test standards of NPCR and UACI.

4.5. Clipping attack analysis. Clipping attack is a common attack on encrypted image. Encrypted image may be maliciously damaged at any time in the process of transmission, which will cause some permanent damage to the encrypted image information. Image encryption algorithm should be able to resist cropping attack. In this section, Lena is the test image. The encrypted ciphertext image is subjected to $1/16$, $1/8$, $1/4$ and $1/2$ clipping attacks respectively, and then the damaged ciphertext image is decrypted respectively. The simulation results are shown in Figure 10. Even if the encrypted image is attacked by $1/2$ cropping, the decrypted image can still be roughly observed with the naked eye. The simulation results show that the algorithm can resist clipping attack well.

4.6. Correlation analysis. The correlation between adjacent pixels of an image reflects the degree of correlation between pixel values of adjacent positions of an image. A good image encryption algorithm should make the correlation between adjacent pixels of the encrypted image significantly reduced, and should try to achieve zero correlation, so as to protect the original information. This algorithm analyzes the correlation of all the adjacent pixels, and calculates the correlation coefficients of the adjacent pixels in the horizontal, vertical and diagonal directions. The formulas for calculating the correlation coefficient are as follows:

$$r_{xy} = \frac{\text{cov}(x, y)}{\sqrt{D(x)D(y)}}$$ (17)
\[ \text{cov}(x, y) = \frac{1}{N} \sum_{i=0}^{N} (x_i - E(x))(y_i - E(y)) \]  
(18)

\[ D(x) = \frac{1}{N} \sum_{i=0}^{N} (x_i - E(x))^2, \quad E(x) = \frac{1}{N} \sum_{i=0}^{N} x_i \]  
(19)

where \( x \) and \( y \) are the gray values of two adjacent pixels, \( E(x) \) is the average, \( D(x) \) is the variance, and \( \text{cov}(x, y) \) is the covariance. The correlation coefficient of the three directions of the plain image and the encrypted image is shown in Table 7, and the comparison of other encryption algorithms is listed in Table 9. The experimental results show that the encryption algorithm can protect the plain image information effectively, and so it is an eligible encryption algorithm. It can be seen that the correlation coefficient of the adjacent pixels in the three directions of the three channels of the original image is close to 1, reflecting the high correlation of the adjacent pixels in the plain image, while the correlation coefficient of the adjacent pixels in the three directions of the RGB channels of the encrypted image is close to zero.

**Figure 10.** Simulation results of the tailoring attack: (a) cipher image (1/16 occlusion); (b) cipher image (1/8 occlusion); (c) cipher image (1/4 occlusion); (d) cipher image (1/2 occlusion); (e) recovered image (1/16 occlusion); (f) recovered image (1/8 occlusion); (g) recovered image (1/4 occlusion); (h) recovered image (1/2 occlusion)

The correlations between the original image of Lena and the corresponding cipher image are shown in Figure 11 and Figure 12. For convenience of illustration, the drawing selects 10000 random pixel points for illustration. It can be seen that the adjacent pixel pairs in three directions of RGB channels of the common image are densely distributed. The adjacent pixel pairs in three directions of RGB channels are distributed uniformly in the region after encryption. This shows that the encryption algorithm effectively reduces the correlation between adjacent pixels.
Table 7. Correlation coefficients of two adjacent pixels in the plain and cipher images

<table>
<thead>
<tr>
<th>Images</th>
<th>Channel</th>
<th>Plain-image</th>
<th>Cipher-image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Horizontal</td>
<td>Vertical</td>
</tr>
<tr>
<td>Lena</td>
<td>R</td>
<td>0.97748</td>
<td>0.98801</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.96615</td>
<td>0.98170</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.93041</td>
<td>0.95678</td>
</tr>
<tr>
<td>Baboon</td>
<td>R</td>
<td>0.92176</td>
<td>0.86243</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.86434</td>
<td>0.75914</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.90712</td>
<td>0.87823</td>
</tr>
<tr>
<td>Sailboat on lake</td>
<td>R</td>
<td>0.95438</td>
<td>0.95287</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.96916</td>
<td>0.96265</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.96895</td>
<td>0.96879</td>
</tr>
<tr>
<td>All-black</td>
<td>R</td>
<td>−0.00067</td>
<td>−0.00197</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.00149</td>
<td>−0.00165</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.00048</td>
<td>−0.00010</td>
</tr>
<tr>
<td>All-white</td>
<td>R</td>
<td>−0.00152</td>
<td>0.00108</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.00048</td>
<td>−0.00010</td>
</tr>
</tbody>
</table>

Table 8. Information entropy in the plain and cipher images

<table>
<thead>
<tr>
<th>Image type</th>
<th>Channel</th>
<th>Lena</th>
<th>Baboon</th>
<th>Sailboat on lake</th>
<th>All-black</th>
<th>All-white</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain-image</td>
<td>R</td>
<td>7.25310</td>
<td>7.70667</td>
<td>7.31239</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>7.59403</td>
<td>7.47443</td>
<td>7.64285</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6.96843</td>
<td>7.75222</td>
<td>7.21364</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cipher-image</td>
<td>R</td>
<td>7.99942</td>
<td>7.99929</td>
<td>7.99929</td>
<td>7.99928</td>
<td>7.99929</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>7.99929</td>
<td>7.99933</td>
<td>7.99926</td>
<td>7.99928</td>
<td>7.99925</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>7.99929</td>
<td>7.99942</td>
<td>7.99926</td>
<td>7.99928</td>
<td>7.99936</td>
</tr>
</tbody>
</table>

Table 9. Performance of the proposed scheme and other methods

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Channel</th>
<th>Correlation coefficient</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Horizontal</td>
<td>Vertical</td>
</tr>
<tr>
<td>Ours</td>
<td>R</td>
<td>−0.00215</td>
<td>0.00276</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.00179</td>
<td>0.00232</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.00121</td>
<td>−0.00113</td>
</tr>
<tr>
<td>Ref. [27]</td>
<td>R</td>
<td>−0.001854</td>
<td>−0.005394</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>−0.021045</td>
<td>−0.050137</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.007067</td>
<td>0.001908</td>
</tr>
<tr>
<td>Ref. [30]</td>
<td>R</td>
<td>0.001365</td>
<td>0.004776</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.003294</td>
<td>−0.000579</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.002060</td>
<td>0.000194</td>
</tr>
<tr>
<td>Ref. [31]</td>
<td>R</td>
<td>−0.0073</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.0011</td>
<td>−0.0020</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>−0.0061</td>
<td>0.0058</td>
</tr>
<tr>
<td>Ref. [33]</td>
<td>R</td>
<td>−0.0001</td>
<td>0.0026</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>−0.0011</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>−0.0010</td>
<td>−0.0030</td>
</tr>
</tbody>
</table>
4.7. Information entropy analysis. In order to resist various security attacks, the pixels of encrypted image need to be randomly distributed. Shannon’s information theory [32] puts forward the concept of information entropy. The specific mathematical definition of information entropy is as follows:

$$H(q) = - \sum_{i=0}^{2^n-1} P(q_i) \log_2[P(q_i)]$$  \hspace{1cm} (20)$$

where $P(q_i)$ is the probability of $q_i$ and $2^n$ is the gray level of the image. Theoretically, 256 level gray image has $2^8$ kinds of gray value possibilities. Therefore, the theoretical value of information entropy can be calculated. The ideal value of entropy is 8.

Table 8 shows the information entropy of the normal image and the encrypted image of the test image. As can be seen from Table 9, compared with other algorithms, the information entropy of this algorithm is closer to the theoretical value which indicates that the randomness of the generated ciphertext image is better. The results show that the algorithm can effectively resist the information entropy analysis.
5. **Conclusions.** In this paper, an improved 4-D hyper-chaotic system is proposed. The circuit simulation and NIST SP800-22 test show that the hyper-chaotic system can be used for image encryption. Then we propose a color digital image encryption algorithm. In order to improve the ability of the algorithm to resist plaintext attack, SHA-256 hash algorithm is used to calculate the hash value of plaintext image file and generate the initial key of the system. And then the initial key is generated, and the Arnold map is used to scramble the original image. The chaotic S-box is obtained by the pseudo-random sequence from the hyper-chaotic system, and the scrambled image is substituted. Finally, the replaced image and the pseudo-random sequence are diffused to generate the ciphertext image. According to the simulation results and some specific security performance analysis, the image encryption algorithm can effectively hide the plaintext information and resist the current common differential attack, clipping attack, selected plaintext attack and other attacks. To sum up, the designed algorithm has excellent encryption performance.
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