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ABSTRACT. In precision livestock farming, estrus detection in cattle is particularly im-
portant for cattle breeding management. With accurate estrus detection, artificial in-
semination can be administered, which proportionally affects the productivity of livestock
farms. Most estrus behaviors can be successfully detected by recognizing the mating pos-
tures of cattle. Therefore, in this paper, we propose an estrus detection approach that
tracks and identifies cattle mating postures individually based on video inputs. To achieve
precise identification and to obtain individual cattle information, segmenting each cattle
from its background is a vital step. To solve pizel-level segmentation masks for the cat-
tle in an outer ranch environment, an instance segmentation approach based on a Mask
R-CNN deep learning framework is also proposed. In this paper, individual cattle seg-
mentation for detecting the mounting behaviors is carried out first. This is followed by
a lightweight tracking algorithm as a post-processing step which is our study innovation.
The training data were collected by installing surveillance cameras at a livestock farm,
and for the testing data, various datasets from different camera placements were used.
The proposed approach achieved 95.5% detection accuracy in identifying the estrus be-
haviors of cattle.
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1. Introduction. The livestock industry has developed noticeably in recent years and
cattle breeding management has become an essential factor in the developing industry.
Among other things, estrus detection is particularly important for cattle breeding manage-
ment. After estrus detection, cattle are artificially inseminated by livestock farm managers.
If estrus behaviors are not detected timely, the short window for artificial fertilization may
be missed and the infertility period of cattle may persist [1,2]. Thus, a successful breed-
ing management program is necessary for livestock farms which in turn emphasize the
importance of estrus detection. Traditional monitoring methods such as tail paint rely on
human observations which is time consuming and requires a lot of effort. It is also prone
to confusion at times.

With the advancement in the field of Artificial Intelligence (AI), numerous studies on
cattle estrus detection using Al technologies have been conducted. Most estrus detections
use sensors such as pedometers and accelerometers that are often attached to cattle’s hind
limbs to capture the increment in the number of steps during cattle estrus behaviors.
Those detection methods also consist of an acceleration sensor and a gyro sensor that
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measure the cattle momentum as well as potential energy and notify the manager when-
ever an estrus behavior occurs [3,4]. Although these techniques achieve high accuracy,
they also introduce problems such as causing stress to cattle and increases in the overall
cost due to the equipment. Moreover, the sensors may record false readings and require
direct contact with cattle which affects animal welfare. Other scholars also experimented
Infrared Thermography (IRT) in detecting cattle estrus behaviors [5,6].

To solve the above problems, this study proposes the development of non-contact video
monitoring systems that would help in reducing stress for both cattle and livestock farm-
ers. Although a few studies on the detection of cattle estrus behaviors using the camera
are deployed into the real world, the end results can be varied when the environment
changes since they are using traditional image processing methods [7]. It is critical to
effectively detect mounting behaviors and further monitor the cattle estrus behaviors in
the complex natural environment. Therefore, a data-driven estrus detection would be the
next step that could solve those issues.

In this research, we proposed building an estrus detection system based on video inputs
of cattle by using a deep learning approach. Estrus detection is achieved through the
identification of cattle mating posture, which is a specific behavior expressed during estrus
8,9]. To automatically detect the cattle behaviors, the most challenging part is to detect
the foreground object, the cattle, from the video inputs. The illumination conditions,
cluttered backgrounds, and occlusion of the object impose the challenge to recognize the
cattle in an outdoor ranch.

With the help of deep learning, computer vision techniques such as object detection and
semantic segmentation have drastically advanced [10]. In this paper, we applied object
detection, a method of deep learning-based image analysis. We leveraged base object
detection algorithms by using a customized Mask R-CNN networks with additional layers
to improve the detection performance in various environments. The novelty of our system
is as a post-processing method, we combined tracking of each cattle by implementing our
lightweight tracking algorithm based on the Mask R-CNN output results. Although there
is no current research on Mask R-CNN and customized lightweight tracking, according to
the literature review, in [3]. They have received 92% accuracy compared to our results
of 95.5% accuracy. So ours is 3.5% better accuracy. The findings of this research will
promote successful breeding management for both small and large farms in the cattle
industry. Such advantages consequently contribute to the economic growth of the farms.

2. Overall Proposed System. The details of the workflow procedure are proposed in
this section. For individual cattle monitoring and their welfare measurement in vision-
based precision livestock farming, effective cattle segmentation is necessary for further
image analysis. The Mask R-CNN method was proposed to recognize cattle instance
segmentation in the complex feedlot environment as presented in Figure 1. For the object
detection (Instance Segmentation) part, we used the Mask R-CNN method. A data
acquisition is explained in Section 2.1. Moreover, a detailed detection by Mask R-CNN
is proposed in Section 2.2. The automatic feature extraction and lightweight tracking
algorithm are described in Sections 3 and 4.

2.1. Data acquisition. In this study, Japanese black cattle in the Sumiyoshi Livestock
Science Ranch were our research targets. Cattle were free to move because they are kept
in large outdoor ranches. They are walking and laying freely on the ground in the open-air
ranch. The cattle were continuously captured by a GV-FER5700 camera located at the
top of the barn providing the best possible view of the whole barn. The camera has a
resolution of 2560 x 2048 pixels, recording at 30 frames per second.
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FIGURE 1. The major workflow of our proposed system

In our project, Japanese black cattle data were collected in 24 hours. Image sequences
were acquired when the cattle were walking on the ranch. This cattle dataset is chal-
lenging to process due to the following aspects: 1) the cattle change posture frequently;
2) high comparison between cattle from the same types due to the similar coat color; 3)
lighting is changing. Images acquired in the morning are low light, while they are over
illuminated and have strong shadows at noon. These lighting problems can make ma-
chine algorithms inaccurately learn these patches or shadows as cattle’s features; 4) the
complex background (including tree and ground) is difficult to be distinguished from the
segmented cattle. In some rare cases, the wet soil background due to the rain cannot be
differentiated from the cattle.

2.2. Detection by Mask R-CNN network. The Mask R-CNN model extends Faster
R-CNN model by including instance segmentation in addition to object detection and clas-
sification. The model coincides with Faster R-CNN about the backbone of Convolutional
Neural Network (CNN) and the Region Proposal Network (RPN). The backbone of the
Mask R-CNN implementation used ResNet50 or ResNet101 (Residual Network) with an
additional Feature Pyramid Network (FPN). In this study, the powerful ResNet101 was
selected as the backbone, which is shown in Figure 2. The reason for choosing ResNet101
as a backbone network is that it has a score of 98.3% accuracy in animal farming and
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FI1GURE 2. Framework of Mask R-CNN network architecture on cattle segmentation
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78.3% accuracy in ImageNet challenge. The backbone network ResNet101 extracts fea-
tures from the input image, starting with low-level features like edges and corners specified
by early layers, and in the later layers.

2.3. Implementation and training of Mask R-CNN. The proposed cattle instance
segmentation model was based on the Mask R-CNN implementation by Matterport us-
ing the Keras application programming interface. The requirements are Python 3.8.11,
TensorFlow 2.5.0, and Keras 2.0.8 with GPU. The base model was pre-trained on the MS
COCO dataset and transfer learning approach was used for the proposed model. The
implementation was performed on the hardware of GPU model of GeForce GTX 1080 Ti
and 1 TB Hard disk.

2.4. Learning rate scheduler and data augmentation. The Mask R-CNN model
was enhanced manually with a regulated reduction of the learning rate and data aug-
mentation applied to the training data. Decreasing the learning rate during training is
based on the idea that a high learning rate enables a faster approach to the minimum
of the loss function. A learning rate scheduler was defined starting with a 0.01 initial
learning rate. The scheduler was added to the Keras callbacks. In the data augmentation
step, the current batch of images was run through a pipeline of transformations before
inputting into the model for training. A Python module ‘imgaug’ was loaded and four
augmentation techniques were applied. All augmenters were applied to a random 50%
of the images in a batch and carried out in random order: 1) Flip Augmentation; 2)
Brightness Augmentation; 3) Gaussian Blur [11,12]. For solving the problem of difficult
training of a small-scale training dataset (~1600 images), the transfer learning method
was utilized to train the cattle segmentation network [13-16].

2.5. Training. Asthe model was already pre-trained, here only stages four and five layers
of the ResNet101, FPN backbone, and all rest of the parts of the model were trained.
The training was run for 30 epochs. The whole training time was around 1 hour for each
network.

2.6. Training and validation datasets. After analyzing a total of 2000 images, 1600
images were used for training and 400 images for validation respectively. The images are
of 1024 x 768 dimensions. To make the sample flexible and contain cattle daily posture,
images that include walking, standing, lying, and mounting behaviors of cattle in different
illumination and cleanliness conditions were selected. These images were drawn from the
videos and manually annotated by using the free online tool VGG Image Annotator (VIA
3). The detailed dataset production process is described in Figure 3.

2.7. Evaluating the model. To evaluate the performance of cattle segmentation and
contour extraction, Mean Pixel Accuracy (MPA) is used, respectively.

k

MPA = % P (1)
i=0 Zj:() Dij

where £ is the total number of categories including the background, p;; is the total number

of pixels whose real pixel class is 7 and predicted as j, and p;; is the total number of pixels

whose real pixel class is ¢ but predicted as i.
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FIGURE 4. Cattle segmentation using the proposed Mask R-CNN

2.8. Segmentation results. The segmentation results on the testing image datasets
results of the proposed Mask R-CNN approach can be seen in Figure 4. If two cattle in
the mounting behavior occur in the ranch, the proposed approach can still detect and
segment each cattle with different colors (i.e., green, blue, or red). However, the Mask
R-CNN effectively visualized “cattle” objects with confidence scores of mAPs 95.5% and
F1 scores 75.6% as shown in Figure 4. These results suggest additional training time,
dataset acquisition, and data cleaning to attain higher prediction scores for both models.
The cattle segmentation accuracies are shown on the output cattle image.
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3. Feature Extraction. Based on the accurate detection of cattle regions, the efficient
feature extraction of regions was crucial to identify and track each cattle. There are two
obvious differences when comparing the mounting behavior with the other behaviors: the
mounting posture and the quick upward movement of the cattle’s body. To reduce the
complexity of feature extraction, subsequent processing was based on the Mask R-CNN
output of the detected regions. The geometric features of detected regions were extracted
by processing the difference between corresponding regions in consecutive frames, which
were extracted through the calculation. After detecting the cattle bounding box with
Mask R-CNN;, the information is further processed by the lightweight tracking algorithm.
Feature extraction was performed by applying the 5 features extracted by each of the cattle
bounding box objects, width (w), height (h), aspect ratio (r), centroid (z,y). Firstly, the
position p at time ¢ of the detected cattle object is defined in Equation (2).

p(t) = (z(1), y(t)) (2)

Secondly, the centroid of the object is obtained by Equation (3),

C(t) = (we(t), ye(t)) (3)
Finally, the aspect ratio (r) concerning the object was calculated to estimate the cattle
posture as shown in Equation (4).

r(t) = w(t)/h(t) (4)
where 7(t) is the aspect ratio of the object found by dividing the value of width (w) by

that of the height (h) for the object at time ¢. The concepts for deriving the aspect ratio
were illustrated in Figure 5.
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FIGURE 5. Feature extraction: (a) Centroid (c); (b) aspect ratio of the
object (r)

4. Lightweight Tracking Algorithm. Once the feature extraction was completed, the
tracking was performed. Our current proposed tracking algorithm covers the function of
Kalman filter and Hungarian algorithm, which enables to recover tracks between missed
detections and less ID switch cases while tracking was performed. The tracking of a

sequence of each frame in the bounding box was defined by the following Equations (5)
and (6).
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IBB,_((F)) = BB(F,)| <Th fori=1,...,6 (5)
F=lz,y,w,h,gcg, gc,) (6)
where BB is the bounding box, t — 1 is the previous frame, Th is the threshold, F is the
total number of features, 7 is the six features, x, y, w, h are the width and height value
of the bounding box, gc, and gc, are the centroid z and y values. In Figure 6, the 5th
line, the max threshold refers to the process of adding the new cattle ID to the array
and min threshold refers to the definition of the existing ID. The max and min values
are got by doing the trial-and-error method. Moreover, o; ; refers to the overlap of two
instances ¢ and j. Our proposed tracking algorithm as a post-processing method is based
on bounding box values as we extract from Mask R-CNN instance segmentation method.
The label number in Figure 7 refers to the tracking ID of each cattle, which results output
from our lightweight tracking algorithm. Less ID switching during tracking time is the
superiority of our research. Thus, the farm manager can accurately decide which cattle
show mounting events by only looking at the cattle ID number which were described in
the Figure 7. Also, it helps to decide the optimal time to the artificial insemination.
Each consecutive image = has each instance i. Instances are matched according to the
geometric centers that are close. For this purpose, we track instances according to their
next frame using information from previous frames. We denote by {z;: t =1,...,T} the
image sequence with a length of 7. Our tracking algorithm was applied sequentially to
each frame t =1,2,3,...,T.

[ T ] Algorithm: Lightweight Tracking Algorithm
ounding Boxes /% shift *
shift */
1 if r and instance i exists in frame (-1 then
Lightweight Tracking shift instance i from frame ¢-1 by the vector
Algorithm G-1)
if max ;- o, >threshold then
match instances i and j
else if min_; o,  <threshold then
Append the new 7% h
cattle D to the array match instances 7 and j
/* lost and enter new case*/
if -1 and 7 does not exist in frame 7 then
Yes search the value in 7-2:
if (z-2) contains the value of last instance then
If it is in given threshold, match instances 7 and 7
regard as an existing TD 4 J
stop the matching process
else
do not match in§tances iandj ‘
define the new instance ID and append it

F1GURE 6. The proposed lightweight tracking algorithm

5. Conclusions. In this study, we proposed the identification of the mating posture of
cattle for estrus detection. Deep learning-based object detection was used to identify
the mating postures of cattle which is a robust cattle segmentation Mask R-CNN in-
stance segmentation of each cattle. As a post-processing method, a lightweight tracking
algorithm was proposed. Mask R-CNN was used to identify cattle regions in a complex
ranch environment. Our experimental results demonstrated that our identification system
for mounting action detection can perform well in a condition where a small amount of
training data (~1600 images) is given. The detection accuracy rates were 95.5% which
was a satisfactory result, measured by mAPs metric. In future research, we intend to
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FIGURE 7. Our proposed lightweight tracking algorithm results

further improve the segmentation results and we will carry out analysis of mounting be-
havior as it needs a lot of work to be done. Based on these extracted features, analysis
of decision-making rules of prediction mounting behaviors will be built using a hidden
Markov model to figure out the best time for artificial insemination. For the comparison
approach, machine learning methods will be applied for time-series data.
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