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Abstract. In recent years, it has been witnessed that feature selection can be tackled with the Hilbert-Schmidt independence criterion (HSIC) due to its effectiveness and low computational complexity. However, most of the HSIC-based feature selection methods suffer from the following limitations. First, these methods are usually just applicable to labeled data, which is not desirable since most of data in real-world applications is unlabeled. Second, existing HSIC-based unsupervised feature selection methods only addressed the general correlation between the selected features and output values that express the underlying cluster structure, while the redundancy between different features was neglected. To address these problems, we present an unsupervised feature selection method based on the HSIC least absolute shrinkage and selection operator (HSIC Lasso), which not only has a clear statistical interpretation that minimum redundant features with maximum dependence on output values can be found in terms of the HSIC, but also enables the global optimal solution to be computed efficiently by solving a Lasso optimization problem. Based on the proposed method, a unified view of feature selection based on the HSIC Lasso is also discussed. The proposed method was demonstrated with several benchmark examples.
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1. Introduction. Feature selection aims to identify a subset of features from the original features for model building or data understanding [1,2]. In the big data era, feature selection is becoming increasingly important, since high-dimensional data is ubiquitous in various real-world applications. The high dimensionality usually not only incurs high computational cost and more difficulty in model interpretation, but also deteriorates the generalization ability of prediction models [3-5]. Therefore, it is necessary to perform feature selection before actual model learning. Traditionally, there are two classification methods for feature selection techniques from different perspectives [1,2]. According to the availability of supervision information such as class labels in classification problems, feature selection can be broadly categorized as supervised, unsupervised and semi-supervised methods. Supervised feature selection works when sufficient label information is available while unsupervised feature selection algorithms do not require any class labels. Semi-supervised feature selection is a trade-off between supervised and unsupervised methods which can exploit both labeled and unlabeled data when a limited number of labeled data are available. Concerning different selection strategies, feature selection algorithms
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are generally divided into filter, wrapper and embedded methods. Filter methods select subsets of features as a pre-processing step, independently of the chosen learning machine. Wrapper methods utilize the learning performance of the chosen predictor to assess the quality of selected features. Embedded methods take advantage of the intrinsic structure of a learning algorithm to embed feature selection into model learning. Among these methods, filter feature selection is attracting more attention than ever, owing to its fast processing speed, independence of learning models, and relative robustness against overfitting, although it may fail to select the best feature subset for the learning models [5].

A general filter feature selection method consists of two components: an evaluation criterion for measuring the importance of features and a search strategy for generating feature subset. This evaluation criterion is to estimate how important or useful a feature or feature subset may be when used in a learning machine. Since the filter feature selection is carried out independently of the chosen learning machine, an effective and efficient evaluation criterion plays a critical role in filter methods. In the past decades, different evaluation criteria have been developed, such as those based on distance [6], consistency [7], and dependency [8]. Among them, the dependency-based criteria are most widely used and investigated in practice. The simplest and most common dependence criterion is the Pearson correlation coefficient. However, it can only capture linear relationships between paired data. Another popular criterion is the mutual information [9-12], which can capture nonlinear relationships and has good theoretical justification. However, it is difficult to estimate since it requires distribution estimation, which is problematic for high dimensional data and continuous variables. To address this limitation, the Hilbert-Schmidt independence criterion (HSIC) [13], which is defined as the Hilbert-Schmidt norm of the cross covariance operator between reproducing kernel Hilbert spaces (RKHSs), has been introduced as an alternative to mutual information. Unlike mutual information, the HSIC does not require explicitly estimating distributions although it can be interpreted as the distance between embeddings of the joint distribution and product of the marginal distributions. With several key advantages over other classical metrics on distributions, namely easy computability, fast convergence and low bias of finite sample estimates, HSIC has been widely used for a variety of learning problems [14], such as feature selection, dimensionality reduction, clustering, and kernel learning and optimization. In this paper, we focus on the feature selection problem.

In addition to the evaluation criteria, the performance of filter methods depends heavily on the search strategies for generating feature subset. In essence, feature selection is an NP-hard combinatorial optimization problem over a discrete space. Let $d$ be the number of original features. An exhaustive search over $2^d$ possible feature subsets is computationally impractical. In the HSIC-based feature selection community, there are generally three methodologies to perform effective and efficient filter feature selection. The first methodology employs heuristic search strategies, such as greedy approaches. Song et al. [3,15,16] proposed a supervised feature selection algorithm based on the HSIC and backward elimination, called BAHSIC. Specifically, given a set of features, BAHSIC uses the HSIC to evaluate the dependence between the data obtained from these features and the response variables (labels). Having obtained this measure of dependence, it utilizes backward elimination to select a subset of the most relevant features. In contrast to the backward elimination technique that tries to increase the HSIC as much as possible for each deletion of features, forward selection using HSIC (FOHSIC) tries to achieve this for each inclusion of features. However, these strategies tend to produce local optima. The second methodology applies stochastic search techniques, such as genetic algorithm and bat algorithm, to searching for a globally optimal feature subset [17,18]. The stochastic search
strategies can generally help escape from local optima by adding some randomness in the search procedure. Instead of solving feature selection as a discrete optimization, the third methodology formulates the problem as a continuous optimization problem [3,15,19-21]. Given a weight vector \( w = (w_1, \ldots, w_d)^T \in \mathbb{R}^d \) (\( R \) denotes the set of real numbers) on the dimensions of the data, feature selection using HSIC can be formulated as maximizing the HSIC value subject to certain constraints on \( w \). These constraints are generally used to induce sparsity.

Rooted in the advantages of HSIC, an important property of feature selection using the HSIC is its generality. Taking the BAHSIC as an example, it has been shown that, by choosing appropriate preprocessing of the data and specific kernels on the data, BAHSIC is not only directly applicable to binary, multiclass, and regression problems, but also encapsulates many well-known feature selection criteria [3]. A variant of BAHSIC can be also applied to performing unsupervised feature selection [22,23]. In this case, the goal is to select a subset of available features such that it is strongly correlated with the full data. BAHSIC readily accommodates this by simply using the full data as the labels (pseudo lables). In other words, we want to maximize the dependence between the selected subset of features and the full set of features. However, this unsupervised method only addressed the general correlation between the selected features and output values, while the redundancy between different features was neglected. In this paper, inspired by the unsupervised BAHSIC and supervised high-dimensional feature selection by feature-wise kernelized least absolute shrinkage and selection operator (Lasso) [20], we present an HSIC-Lasso-based unsupervised feature selection method which is referred to as UHSIC-Lasso. The main contributions of the paper are outlined as follows.

- An unsupervised feature selection method based on the HSIC Lasso was proposed, which not only has a clear statistical interpretation that minimum redundant features with maximum dependence on output values can be found in terms of the HSIC, but also enables the global optimal solution to be computed efficiently by solving a Lasso optimization problem.
- A unified view of feature selection based on the HSIC Lasso is discussed. With this unified view, we are able to not only bridge the gap in current understanding of relationships among the supervised, unsupervised and semi-supervised feature selection methods, but also guide the design of new methodologies promising for feature selection.
- Experiments on real-world data sets from the UCI benchmark repository verify the effectiveness of the proposed UHSIC-Lasso method.

The rest of this paper is organized as follows. Brief introductions to kernel methods and HSIC are given in Section 2. The formulation and algorithm of the proposed HSIC-Lasso-based unsupervised feature selection are detailed in Section 3. Section 4 reports the experimental results, followed by the conclusion and further study in Section 5.

2. **Kernel Methods and Hilbert-Schmidt Independence Criterion.** Kernel methods [24-26] represent a well-established learning paradigm that is able to capture the nonlinear complex patterns underlying data. These methods map data points from the input space to the feature space, i.e., higher dimensional RKHS, where even relatively simple algorithms, such as linear methods, can deliver very impressive performance. The mapping is determined implicitly by a kernel function (or simply a kernel), which computes the inner product of data points in the feature space. In other words, kernel methods generalize linear classification and regression tasks by effectively transforming the optimization over a set of linear functions into an optimization over an RKHS, which is entirely defined by the kernel. This leads to support vector machines (SVM), kernel
Fisher discriminant analysis (KFDA), kernel ridge regression (KRR), and many other now standard algorithms. The HSIC is also a kernel method which will be introduced briefly as follows.

2.1. Measuring dependence using kernel methods. Let \((x, y)\) on \(X \times Y\) (\(X\) and \(Y\) are separable metric spaces) be random variables jointly drawn from probability distribution \(P_{xy}\), and the covariance matrix is given by

\[
C_{xy} = E_{xy}(xy^T) - E_x(x)E_y(y^T)
\]

where \(E_{xy}\), \(E_x\) and \(E_y\) are the expectations with respect to \(P_{xy}\) and the marginal probability distributions \(P_x\) and \(P_y\), respectively, and \(y^T\) is the transpose of \(y\). The covariance matrix encodes all second-order dependences between the random variables. A statistic that efficiently summarizes the degree of linear correlation between \(x\) and \(y\) is the Frobenius norm (also called Hilbert-Schmidt norm) of \(C_{xy}\):

\[
||C_{xy}||_{\text{Fro}} = ||C_{xy}||_{\text{HS}} = \sqrt{\text{tr}(C_{xy}C_{xy}^T)}
\]

where \(\text{tr}(\cdot)\) is the trace operator. This quantity is zero if and only if there exists no linear dependence between \(x\) and \(y\), and therefore can be applied to detecting linear dependence between them. However, this statistic is rather limited, especially when we are uncertain about the actual type of data we are dealing with, and the dependence relationship is nonlinear which might not be captured by the covariance at all [3].

To address these limitations, the notion of Frobenius norm of the covariance matrix was extended to the HSIC [13]. Given two feature maps \(\phi : X \to F\) and \(\varphi : Y \to G\) (\(F\) and \(G\) are RKHSs), it is possible to define a cross-covariance operator between \(\phi\) and \(\varphi\) as linear operator \(C_{xy} : F \to G\), such that

\[
C_{xy} = E_{xy}[\phi(x) - E_x[\phi(x)]] \otimes [\varphi(y) - E_y[\varphi(y)]]
\]

where \(\otimes\) is the tensor product. The HSIC is then defined as the square of the Hilbert-Schmidt norm of this cross-covariance operator:

\[
\text{HSIC}(F, G, P_{xy}) = ||C_{xy}||_{\text{HS}}^2 = E_{xx'y'y'}[k(x, x')l(y, y')] - 2E_{xy}[E_{x'}[k(x, x')]E_{y'}[l(y, y')]]
\]

\[
+ E_{xx'}[k(x, x')]E_{yy'}[l(y, y')]
\]

where \(E_{xx'y'y'}\) is the expectation over both \((x, y) \sim P_{xy}\) and \((x', y') \sim P_{xy}\) drawn independently according to the same law, and \(k(x, x') = \langle \phi(x), \phi(x') \rangle\) and \(l(y, y') = \langle \varphi(y), \varphi(y') \rangle\) are kernel functions. This expression follows that when kernels \(k\) and \(l\) are bounded, the Hilbert-Schmidt norm of \(C_{xy}\) exists. It is easy to find that if both feature maps are linear (i.e., \(\phi(x) = x\) and \(\varphi(y) = y\), HSIC is the same as the square of the Frobenius norm of the cross-covariance matrix.

2.2. Empirical HSIC. Given a set of observations \(D = \{(x_i, y_i)\}_{i=1}^n\) that are drawn from the joint probability distribution \(P_{xy}\) and the chosen kernels \(k\) and \(l\), we can construct two kernel matrices \(K, L \in \mathbb{R}^{n \times n}\), where \(K_{ij} = k(x_i, x_j)\) and \(L_{ij} = l(y_i, y_j)\). The commonly used empirical HSIC [13] is given by

\[
\text{HSIC}_0(F, G, D) = \frac{1}{(n-1)^2} \text{tr}(KHLH)
\]

where \(H = I_n - e_ne_n^T/n \in \mathbb{R}^{n \times n}\) is a centering matrix, where \(I_n \in \mathbb{R}^{n \times n}\) and \(e_n \in \mathbb{R}^n\) are the identity matrix and vector of ones, respectively. However, as shown in [3], this estimator has bias \(O(n^{-1})\), i.e.,
$HSIC(F, G, P_{xy}) - E_D[HSIC_0(F, G, D)] = O(n^{-1})$ (6)

To address this limitation, an unbiased estimator was proposed in [3], which has the form:

$$HSIC_1(F, G, D) = \frac{1}{n(n-3)} \left[ \text{tr} \left( \bar{K} \bar{L} \right) + e_n^T \bar{K} e_n e_n^T \bar{L} e_n - \frac{2}{n-2} e_n^T \bar{K} \bar{L} e_n \right]$$

(7)

where $\bar{K}$ and $\bar{L}$ are the matrices obtained by setting the diagonal entries of $K$ and $L$ to zero, i.e., $K_{i,j} = (1 - \delta_{i,j})K_{i,j}$ and $L_{i,j} = (1 - \delta_{i,j})L_{i,j}$, where $\delta_{i,j}$ is the Kronecker delta.

2.3. Characteristics of HSIC. There are several advantages to use HSIC as a dependence criterion. Firstly, it has been shown that whenever $F$ and $G$ are RKHSs with universal or characteristic kernels [27] such as Gaussian kernel and Laplace kernel, then $HSIC(F, G, P_{xy}) = 0$ if and only if $x$ and $y$ are independent [13]. This property allows us to use the HSIC as a dependence criterion to detect any nonlinear dependence. Note that non-universal or non-characteristic kernels can be also employed in the HSIC, although they may not guarantee that all dependence can be detected [3]. Secondly, the empirical HSIC is stable with respect to different splits of the data since it is sharply concentrated around its expected value (the empirical HSIC asymptotically converges to the true HSIC with rate $O(1/\sqrt{n})$ [13]). That is, for random draws of observation from $P_{xy}$, HSIC provides values which are very similar. This is desirable since we want our learning algorithms to be robust to small changes. Thirdly, though the unbiased estimator of HSIC has relatively more complex form, both the biased and unbiased estimators are easy to compute, with an overall $O(n^2)$ time complexity [3,13], since only the kernel matrices $K$ and $L$ are needed and no density estimation is involved. Finally, rich choices of kernels can be directly applied to the input and output. This freedom of choosing kernels allows us to incorporate prior knowledge of the learning tasks at hand into the dependence estimation process.

It is because of these advantages that wide applications of the HSIC have been presented [14]. In the following, we will discuss a new application of the HSIC, i.e., HSIC Lasso with application to unsupervised feature selection.

3. The Proposed HSIC-Lasso-Based Unsupervised Feature Selection Method. This section contains our unsupervised feature selection method based on the HSIC Lasso (UHSIC-Lasso) and addresses the extensions arising in practical applications.

3.1. Unsupervised feature selection based on HSIC Lasso. HSIC Lasso was first introduced by Yamada et al. [20] for feature selection. Suppose $X = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^{n \times d}$ represents the input data which has $n$ samples with $d$ features and $y = (y_1, y_2, \ldots, y_n)^T \in \mathbb{R}^n$ is the output label vector, and $K$ and $L$ are corresponding kernel matrices respectively defined on the input data $X$ and output label vector $y$. HSIC Lasso is given by

$$w = \arg \min_w \frac{1}{2} \left\| L - \sum_{i=1}^d w_i \bar{K}_i \right\|_{\text{Fro}}^2 + \lambda \|w\|_1$$

s.t. $w_i \geq 0$, $i = 1, \ldots, d$ (8)

where $K = HKH$, $L = HLH$, and $K_i$ is the kernel matrix on the $i$th feature for all samples. In (8), the first term indicates that the linear combination of the centered kernel matrices $\{\bar{K}_i\}_{i=1}^d$ (one feature associates with a kernel) for the input data is aligned with the centered kernel matrix $\bar{L}$ for the output label, and the second term indicates that the
weights (combination coefficients) for the irrelevant features (kernels) tend to be zero since the $l_1$ norm inclines to generate a sparse solution. HSIC Lasso has been demonstrated with many benchmark examples and real-word applications [20,28-33].

However, the original HSIC Lasso was presented for supervised feature selection. For the task of unsupervised feature selection, the dependence between the subsets of features and the full input data that expresses the underlying cluster structure rather than that between the subsets of features and class labels in supervised settings should be considered, which was well demonstrated by the unsupervised BAHSIC [22,23]. Inspired by the ideas of HSIC Lasso and unsupervised BAHSIC, we present the following alternative representation of $w$:

$$w = \arg\min_w \frac{1}{2} \norm{K - \sum_{i=1}^{d} w_i \tilde{K}_i}_{\text{Fro}}^2 + \lambda \norm{w}_1$$

s.t. $w_i \geq 0, \ i = 1, \ldots, d$  \hspace{1cm} (9)

Compared with (8), the only difference is that the centered kernel matrix $\tilde{L}$ defined on the class labels is replaced by the centered kernel matrix $\tilde{K}$ defined on the full input data. After estimating $w$, we normalize each element of $w$ as $w_i \leftarrow w_i / \sum_{i=1}^{d} w_i$.

Note that $\langle K, K \rangle_{\text{Fro}} = \langle \tilde{K}, K \rangle_{\text{Fro}} = \langle \tilde{K}, \tilde{K} \rangle_{\text{Fro}} = \text{tr}(KHK) = (n-1)^2 \text{HSIC}(K, \tilde{K})$, where $\text{HSIC}(K, \tilde{K})$ is an empirical HSIC shown as (5), the first term of (9) can be written as

$$\frac{1}{2} \langle \tilde{K}, \tilde{K} \rangle_{\text{Fro}} - \sum_{i=1}^{d} w_i \langle \tilde{K}, \tilde{K}_i \rangle_{\text{Fro}} + \frac{1}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} w_i w_j \langle \tilde{K}_i, \tilde{K}_j \rangle_{\text{Fro}}$$

$$= \frac{(n-1)^2}{2} \text{HSIC}(K, \tilde{K}) - (n-1)^2 \sum_{i=1}^{d} w_i \text{HSIC}(K, \tilde{K}_i)$$

$$+ \frac{(n-1)^2}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} w_i w_j \text{HSIC}(\tilde{K}_i, \tilde{K}_j)$$

(10)

Considering that $\text{HSIC}(K, \tilde{K})$ is a constant and can be ignored, (9) can be given by

$$w = \arg\min_w \sum_{i=1}^{d} w_i \text{HSIC}(K, \tilde{K}_i) + \sum_{i=1}^{d} \sum_{j=1}^{d} w_i w_j \text{HSIC}(\tilde{K}_i, \tilde{K}_j) + \lambda \norm{w}_1$$

s.t. $w_i \geq 0, \ i = 1, \ldots, d$  \hspace{1cm} (11)

It becomes apparent that this unsupervised feature selection is driven by three components. The first term measures the dependence between the considered features and the full set of features. On the one hand, if the $i$th kernel matrix $K_i$ has high dependence on the full data matrix $K$, $\text{HSIC}(K, \tilde{K}_i)$ takes a large value and thus $w_i$ should also be large. On the other hand, if $K_i$ and $K$ are independent, $\text{HSIC}(K, \tilde{K}_i)$ is close to zero and thus $w_i$ is forced to zero by the $l_1$-regularizer (the third term). This means that features with high dependence on the full data tend to be selected. The second term measures the
dependence between different features. If $K_i$ and $K_j$ are highly dependent, which means one of them is related to a redundant feature, $HSIC(K_i, K_j)$ takes a large value and thus either $w_i$ or $w_j$ tends to be zero. This means that redundant features tend to be removed. To summarize, it tends to find non-redundant features with high dependence on the full input data.

The first term in (9) can be rewritten as the usual Lasso loss, i.e.,

$$\frac{1}{2} \left\| K - \sum_{i=1}^{d} w_i K_i \right\|_{Fro}^2 = \frac{1}{2} \| \text{vec}(\bar{K}) - \left[ \text{vec}(\bar{K}_1), \text{vec}(\bar{K}_2), \ldots, \text{vec}(\bar{K}_d) \right] w \|_2^2$$

where $\text{vec}(\cdot)$ is the vectorization operator. Since both $\bar{K}$ and $\bar{K}_i$ are $n \times n$ matrices, $\text{vec}(\bar{K})$ and $\text{vec}(\bar{K}_i)$ are $n^2 \times 1$ vectors. This is the same form as regular Lasso with $n^2$ samples and $d$ features. After the vectorization, the optimization problem (9) can be solved by a regular Lasso solver.

3.2. Discussion and extension. HSIC Lasso can be regarded as a convex variant of the widely used minimum redundancy maximum relevance (mRMR) feature selection algorithm [10]. In recent years, relevance redundancy trade-off criteria such as mRMR have become very promising and popular for feature selection [10,34,35]. However, traditional algorithmic frameworks which are based on the mutual information criterion have certain limitations. For example, the optimization problem of mutual information-based mRMR approaches is discrete and estimating mutual information from finite samples is not easy. Furthermore, it is unclear whether the mutual information-based mRMR approaches have neat theoretical properties such as guaranteeing the optimal solutions. Compared with the mutual information-based mRMR algorithms, HSIC Lasso employs the HSIC instead of mutual information as the dependence criterion, in which estimating HSIC is much easier. Moreover, HSIC Lasso is a convex optimization problem, for which the globally optimal solution can therefore be found.

More interestingly, the framework (8) is very general: by designing appropriate kernels (kernel matrices) for the output data, various feature selection models can be achieved. In theory, any universal kernel such as Gaussian kernel and Laplace kernel can be employed in HSIC to detect any nonlinear dependence between two random variables [13]. Non-universal kernels can be also employed in the HSIC, although they may not guarantee that all dependence can be detected [3]. For the input features, kernels can be either the universal or non-universal kernels. Generally speaking, kernels on the output data can be as general as those defined on the input data. However, prior knowledge of the learning tasks should be more considered to define such kernels. For example, for the classification problems ($y_i \in \{+1, -1\}, i = 1, 2, \ldots, n$), the kernel matrix can be defined as

$$L_{ij} = \begin{cases} +1 & y_i = y_j \\ -1 & y_i \neq y_j \end{cases}$$

(13)

This definition reveals the ideal pairwise similarities between samples, i.e., the similarities from the same class are set to $+1$ while those from different classes are $-1$. For the regression problems ($y_i \in \mathbb{R}, i = 1, 2, \ldots, n$), the kernel matrix can be given by

$$L_{ij} = \exp\left(-\frac{(y_i - y_j)^2}{2\sigma^2}\right)$$

(14)

where $\sigma$ is the Gaussian kernel width. Both classification and regression are supervised learning problems. For the unsupervised learning problems, we can define the kernel matrix as
To summarize, we can obtain a family of feature selection methods by defining appropriate kernels for the output data. This unified view of feature selection is a useful abstract tool since it not only bridges different kinds of feature selection methods under a common umbrella, but also guides the design of new feature selection methods. For example, for the semisupervised feature selection, the only difficulty is how to define an appropriate kernel that can fully exploit the label information of labeled data and data distribution or local structure of both labeled and unlabeled data [36].

4. Experiments. In this section, we investigate experimentally the performance of the proposed unsupervised feature selection method on several real-world data sets.

4.1. Experimental setup. We selected six popular data sets, i.e., Glass Identification, Statlog (Vehicle Silhouettes), Wine, Trains, DBWorld e-mails, and MicroMass from the UCI machine learning repository [37]. Table 1 provides the statistics of these data sets. The name, number of samples, number of features, and number of classes of each data set are presented. For each data set, since the HSIC changes with respect to kernel types or kernel parameters, i.e., the kernel type and kernel parameters should be fixed for all features, we first normalized the features to have unit standard deviation and then used the Gaussian kernel with the kernel width $\sigma = 1^1$.

<table>
<thead>
<tr>
<th>ID</th>
<th>Data sets</th>
<th>Number of samples</th>
<th>Number of features</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Glass Identification</td>
<td>214</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Statlog (Vehicle Silhouettes)</td>
<td>946</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Trains</td>
<td>10</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>MicroMass</td>
<td>931</td>
<td>1300</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>DBWorld e-mails</td>
<td>64</td>
<td>4702</td>
<td>2</td>
</tr>
</tbody>
</table>

We compared our proposed UHSIC-Lasso with the following state-of-the-art HSIC-based unsupervised feature selection algorithms, i.e., UBHSIC, SP-BAHSIC, SPC-BAHSIC, SPC-FOHSIC, SP-LRHSIC, and SPC-LRHSIC. All these methods employ heuristic search strategies with backward elimination or forward selection. For more detailed information, please refer to [22,23]. To solve the Lasso problem (9), a technique called dual augmented Lagrangian (DAL) was shown to be computationally highly efficient [38,39]. Because DAL can incorporate the non-negativity constraint without losing its computational advantages, we directly used the DAL to solve our HSIC Lasso problem$^2$. Furthermore, we used SVM with the Gaussian kernel for evaluating the classification accuracy when the top five features selected by each method were used. The SVM classifier was implemented by the software LIBSVM [40], and the regularization parameter $C$ and kernel parameter $\sigma$ were determined by the 5-fold cross-validation with a grid search over two dimensions, i.e., $C = \{2^{-5}, 2^{-3}, \ldots, 2^{15}\}$ and $\gamma = \{2^{-15}, 2^{-14}, \ldots, 2^{3}\}$, where $\gamma = 1/\sigma^2$.

$^1$In [20], the authors have demonstrated that the HSIC Lasso is not so sensitive to the width parameter of the Gaussian kernel.

$^2$A MATLAB implementation of HSIC Lasso is available at http://www.kecl.ntt.co.jp/icl/ls/members/myamada/hsiclasso.html.
4.2. Results and discussion. To obtain stable results, we used the 5-fold cross-validation technique to assess the classification accuracy. The average classification accuracy and standard deviation of each method are reported in Table 2. The bold numbers denote the best performance of these methods on each data set. To conduct a rigorous comparison, the paired $t$-test [41] is performed. The paired $t$-test is used to analyze whether the difference between two compared methods on one data set is significant. The $p$-value of the paired $t$-test represents the probability that two sets of compared results come from distributions with an equal mean. A $p$-value of 0.05 is considered to be statistically significant. The win-tie-loss (W-T-L) summarizations based on the paired $t$-test are listed in Table 3, where the proposed UHSIC-Lasso and other methods are respectively compared. In comparing two methods such as method 1 versus method 2, a win or loss means that method 1 is better or worse than method 2 on a data set. A tie means that both methods achieve the same performance.

<table>
<thead>
<tr>
<th>ID</th>
<th>UBHSIC</th>
<th>SP-BAHSIC</th>
<th>SPC-BAHSIC</th>
<th>SPC-FOHSIC</th>
<th>SP-LRHSIC</th>
<th>SPC-LRHSIC</th>
<th>UHSIC-Lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91.3±1.8</td>
<td>89.2±4.1</td>
<td>86.2±6.2</td>
<td>85.2±6.2</td>
<td>89.8±5.4</td>
<td>84.8±5.5</td>
<td>91.4±2.3</td>
</tr>
<tr>
<td>2</td>
<td>89.1±4.2</td>
<td>91.8±4.1</td>
<td>90.0±3.4</td>
<td>91.1±3.4</td>
<td>93.1±3.7</td>
<td>92.3±2.6</td>
<td>93.0±4.0</td>
</tr>
<tr>
<td>3</td>
<td>63.7±5.2</td>
<td>63.7±3.5</td>
<td>70.2±3.1</td>
<td>57.3±2.5</td>
<td>67.2±5.8</td>
<td>61.3±4.7</td>
<td>71.6±3.8</td>
</tr>
<tr>
<td>4</td>
<td>64.0±2.9</td>
<td>63.0±4.8</td>
<td>75.0±5.5</td>
<td>54.2±6.1</td>
<td>61.4±2.4</td>
<td>62.5±2.1</td>
<td>77.2±4.4</td>
</tr>
<tr>
<td>5</td>
<td>30.7±5.7</td>
<td>53.6±4.1</td>
<td>43.1±4.7</td>
<td>36.8±5.7</td>
<td>58.6±4.6</td>
<td>56.3±4.2</td>
<td>62.7±5.1</td>
</tr>
<tr>
<td>6</td>
<td>45.0±11.3</td>
<td>52.1±7.1</td>
<td>67.2±3.5</td>
<td>40.3±5.8</td>
<td>73.7±3.1</td>
<td>79.1±4.8</td>
<td>83.1±3.2</td>
</tr>
</tbody>
</table>

From Table 2, we find that, the proposed UHSIC-Lasso consistently achieves the overall best classification performance to other baseline approaches. Of the six data sets evaluated, SP-LRHSIC reports one best result, while our UHSIC-Lasso reports five best results. Furthermore, from Table 3, although SP-LRHSIC reports the best result for the Wine data set, the performance difference between SP-LRHSIC and our UHSIC-Lasso is not statistically significant. We attribute this superior performance to the fact that the proposed UHSIC-Lasso has the advantage of selecting features relevant to the full input data, and in the meanwhile independent of each other. Different from our method, the baseline approaches only address the dependence between the selected features and the full input data, while the redundancy between different features is neglected. Besides, all the baseline methods employ heuristic search strategies which tend to produce local optima, while our method can find out the globally optimal solution.
5. **Conclusion and Further Study.** This paper presents an HSIC-Lasso-based unsupervised feature selection method, called UHSIC-Lasso. This method takes account of both feature relevance to the target variable and dependencies among the features, in order to select a subset of relevant but non-redundant features. In discussing the connection between unsupervised feature selection and HSIC Lasso, we find that the proposed method not only has a clear statistical interpretation that minimum redundant features with maximum dependence on the full input data can be found in terms of the HSIC, but also enables the global optimal solution to be computed efficiently by solving a Lasso optimization problem. Furthermore, a unified feature selection framework applicable to multiple learning scenarios based on the HSIC Lasso is discussed, which is a useful abstract tool since different kinds of feature selection methods can be viewed and investigated in a unified way.

As of future work, the usefulness of the proposed method will be further investigated on more real-world applications such as computer vision, bioinformatics, and speech and signal processing. Moreover, extending the proposed method to other learning models such as multiple kernel learning, multi-task learning, and multi-label learning and investigating theoretical properties of the proposed formulation are important issues to be investigated. Last but not least, it should be noted that, in this paper, only the biased estimator of the HSIC was used and demonstrated. Using the unbiased estimator of the HSIC instead of the biased one as the objective function for unsupervised feature selection is worthy of being explored.
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