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ABSTRACT. The accurate assessment of rock mechanical parameters, which is crucial in
the evaluation of rock mass quality and the selection of engineering design parameters,
plays a significant role in the stability analysis of projects, as well as in the prediction,
prevention, and control of disasters. Currently, there are numerous methods for identi-
fying the mechanical parameters of rock masses, but few consider the impact of Rayleigh
damping on the dynamic response of rock structures. Therefore, this study focuses on the
identification of rock mass elastic moduli while considering Rayleigh damping. The pro-
posed algorithm is based on the sensitivity analysis of the displacement response from the
analytical model and employs truncated singular value decomposition. The time-varying
sensitivity matriz is computed using numerical methods, and the effectiveness of the
method is validated through a numerical study with an axisymmetric example subjected
to impact excitation. The primary focus of our study is to discuss the influence of vari-
ous factors included as the seed values on the inversion accuracy and convergence rate.
The results indicate that the proposed inversion algorithm maintains stability even when
seed values vary.

Keywords: Inversion, Sensitivity, Damping, Seed values, Statistical analysis, Numerical
simulation

1. Introduction. It is essential to estimate the mechanical parameters of rock mass for
understanding and predicting their behavior in various engineering applications, such as
rock mass strength, stability, and deformation characteristics of rock mass [1,2]. These
mechanical parameters include Elastic Modulus (E), Poisson’s Ratio, Angle of Inter-
nal Friction (@), Cohesion (C), etc., which are obtained through laboratory tests, field
measurements, or numerical simulations. They constitute indispensable baseline data in
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geotechnical engineering design and construction. Damping significantly influences the
dynamic response of rock mass, as it is a characteristic that reflects the dissipation of
energy in materials or structures during vibration. It is crucial to consider the effects of
damping in rock mechanics and engineering applications to accurately predict and as-
sess the dynamic behavior of rock mass. Therefore, considering damping in rock mass
parameter identification can facilitate more accurate modeling and forecasting of rock
mass behavior under dynamic loading conditions. Despite a large amount of research,
most of the research focuses on the identification of mechanical parameters of rock mass
[3-5]. Rayleigh damping is rarely considered in the identification process, as achieving
convergence may be difficult when including damping in the inversion analysis of rock
mass parameters. The incorporation of damping parameters may increase the nonlineari-
ty of the back calculation, making it more challenging to find the global optimal solution.
Consequently, compared to elastic moduli and other parameters [6-8], it is difficult for
existing methods to identify the damping coefficient of rock mass. Reasons for this in-
clude, but are not limited to, the proportionality of Rayleigh damping to the stiffness
matrix, which increases linearly with frequency. Furthermore, Rayleigh damping requires
compliance with specific orthogonality conditions in the finite element method (FEM),
which may limit the accurate representation of the 5 coefficients.

The well-known concept of viscous damping, first introduced by Rayleigh [9], can be
further simplified by a regular approach for selecting a damping matrix C, which is
achieved through the diagonalization of the classical normal modes. This form of damping,
commonly referred to as classical damping, includes proportional damping, C = aM+K,
as a special case. Therefore, the selection of appropriate damping model and parameters
is key to numerically simulating the dynamic response of rock mass. The damping ratio
is the main index that reflects the dynamic characteristics of rock mass under earthquake
and dynamic loading. Estimating the damping ratio usually involves experimental testing,
theoretical analysis or numerical simulation.

It has been demonstrated that variations in the damping ratio can reflect the degree
of material damage. When rock masses incur damage, the increase in internal cracks and
micro-fractures leads to an increase in the damping ratio. Consequently, D’Angio et al. [10]
proposed a method for detecting rock mass damage by monitoring the temporal changes
in the damping ratio associated with in-situ recorded vibrational events. The method
may be more effective in environments subjected to periodic forcing. Under complex
stress conditions, the failure process of rock mass is influenced by factors such as the
amplitude of dynamic stress waves, the direction of perturbation, and the dip angle of
structural planes. To reasonably describe the dynamic characteristics of rock mass, Yang
et al. introduced an improved Hardin hyperbolic model to characterize the backbone curve
of rock mass, establishing empirical formulas for estimating dynamic shear modulus and
damping ratio [11]. However, the study was conducted based on specific rock types, such
as granite and red sandstone, which may limit the universal applicability of the results.
Moreover, experiments under laboratory conditions may not fully reproduce the complex
stress states and dynamic disturbances encountered in actual underground engineering.

Consequently, this study employs the Rayleigh damping model and relies on engineer-
ing expertise to estimate the damping ratio. The seed values for the model parameters
are determined by analyzing the lower-order vibration modes of the system. Additionally,
the sensitivity of the acceleration response to the damping parameters is obtained using
numerical methods such as time-stepping integration. The finite element analysis, dis-
placement sensitivity analysis, and truncated singular value decomposition methods used
in this research are also widely applied in other fields, as exemplified by the 3D FEM
analysis of the fracture mechanism of hydroxyapatite under compressive load [12].
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It has been observed that the selection of seed values significantly influences the solu-
tion of nonlinear optimization problems in the identification process of damping model
coefficients and rock mass mechanical parameters. Cox and Teague [13] discussed methods
based on layering ratios for identifying and incorporating the most reasonable stratified
geologic models at a site in the absence of prior information, through systematic varia-
tion of identification parameterization, which can quantify the uncertainty of seed values.
Researchers have also extensively applied global search methods such as Monte Carlo, ge-
netic algorithms, and simulated annealing to exploring a broad parameter space, avoiding
the issue of calculations becoming trapped in local minima due to initial model choices
[14-17]. In the least squares method, the dependency on seed values is well recognized,
highlighting the importance of selecting appropriate initial values for effective parameter
estimation. However, it was found that the identification values of unknown parameters
are independent of the seed parameters values in our work.

This study proposes a novel approach for the inversion estimation of elastic moduli
and damping for rock mass. Subsequently, this study focuses on the selection range of
seed values, different types of damping, and the number of measurement points, and
discusses how these factors influence the inversion accuracy and convergence rate. The
results indicate that even with changes in seed values, the proposed inversion algorithm
can maintain stability.

2. Inversion Estimation of Elastic Moduli and Damping. Although the stiffness
coefficient [ is a sensitive factor in the calculation process, numerical simulations suggest
that relying solely on proportional damping based on stiffness is insufficient for accurately
obtaining the results of back analysis [18]. In this research, we will determine the damp-
ing coefficients for the rock mass structure, assuming Rayleigh damping, by inverting
computational simulation data.

2.1. Dynamic response analysis. In dynamic finite element (FE) analysis, the equa-
tion of motion is given by [19]

Mii(t) + Cu(t) + Ku(t) = £(¢) (1)

Here, M, C, and K represent the mass, damping, and stiffness matrices, respectively. The
function f(¢) represents the vector of loads that vary with time. The vectors (), u(t) and
u(t) correspond to acceleration, velocity, and displacement vectors, respectively. For rock
mass simulations, Rayleigh damping is a prevalent and efficient approach. It is defined as
a combination of the mass and stiffness matrices:

C=aM+ K (2)

In this expression, o and [ are coefficients that determine the proportionality to the
mass and stiffness, respectively, which were established based on the damping ratio £ and
frequency characteristics of the rock mass structure, utilizing an eigenvalue analysis with
initial estimates of the elastic moduli. For the general engineering structure, due to the
dominant role of lower-order vibration modes in the dynamic response of the structure, the
lower-order mode is usually used to determine the proportional coefficients o and 8. Given
the values of a and (3, the damping ratios of other vibration modes can be determined

using the formula, ¢, = 57~ + 5% = % (wi + 5wn>. Typically, two reference frequencies

are chosen, and the values of a and [ can be calculated based on the damping ratios
at these two frequency points. Subsequently, the a and § were subjected to automatic
adjustments within the program throughout the iterative process.
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2.2. Inversion estimation algorithm in time domain. The difference between the
measured and the numerically calculated displacement-time histories of rock mass at
observation points can be used to evaluate an objective function within the framework of
non-linear least-squares in the time domain. In general, an algorithm employs the trial
values for the unknown parameters as input, refining them iteratively until the system
model’s response closely matches the measurements.

I®) =5 [ o) - i) ar )

Equation (3) involves n measurement points on the bedrock surface, where u;(P,¢) and
uf(t) represent the calculated and measured displacement-time histories, respectively. The
unknown material parameters, contained in the vector P = (F4, Es, ..., En,, a, B)T, are
optimized using iterative methods such as Newton, Quasi-Newton, and Gauss-Newton
methods [20-24], where m represents the number of divided material domains within the
rock mass.

These method iteratively update the parameters, starting with initial values, by solving
Equation (3) until the solution converges to a local optimum. Specifically, the Gauss-
Newton algorithm generates a sequence of parameters aimed at minimizing the objective
function.

P = PF 4 gP* (4)
with
AFdPF = b* (5)
where A* equals fg [Jp (Pk)]T [Jp(P*)]dt; bF equals fg [Jp (Pk)]T [u; (P*, 1) — u;(t)]dt;
Jp is the Jacobian matrix of displacement with respect to P; dP* is increment vector.
The elements of the Jacobian matrix are represented by the sensitivity coefficients,

[ Ou;  Ouy Oou; Oup Oup T
OE, 0E,  0E, O0a 0B
Ouy  Ous Ous  Oug Ouy
Jp=| 0B, 0E,  0E, da 08 (6)
ou, Ou, ou, Ou, Ou,
| OF, 0B,  0E, 0a 08 |

In solving the parameter inversion extimation problems, an efficient and convenient
method must be adopted in the calculation of the sensitivity coefficient.

Based on Jp, A¥ is an (m +2) x (m +2) matrix of displacement sensitivity coefficients,
b* is an (m + 2) x 1 vector of error values, and dP* is the increment of the unknown
parameter vector.

' (= Ou; Ou;
Al = / e L
g 0 (; Ip; 3]?1)

n

b§:/Ot(Z{(ui<P,t)—u:(t>>§“i}>dt, (,l=1,2,....m=+2)  (7)

i=1 Pj

dP* = {dpt,dph, ... dpk, )"

2.3. Sensitivity analysis in the time domain. Given that the loading is independent
of material properties, and the system’s mass is separate from material parameters, it is
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solely the stiffness matrix that is associated with the material parameters. By differen-
tiating both sides of Equation (1) with respect to the material-specific parameters E;, a
and [, the following is derived:

ou au Ju 8K
0 811 ou .
8u 8u ou .

where £}, o and 8 are the unknown parameters, and the right-hand sides represent the
pseudo-force vectors. The sensitivity 0i/0dp;, 0u/0p; and du/0dp; with respect to the
elastic moduli and Rayleigh damping coefficients can then be solved using the Newmark-
£ method for step-by-step time integration from Equations (8) to (10). Once displacement
sensitivity du/0p; is calculated, then sensitivity matrix A and right-hand side vector b
described in Equation (5) are generated.

The parameter inversion estimation procedure, as shown in Figure 1, can be expressed
as follows.

Step 1: The angular frequency w can be obtained from eigenanalysis. Set the angular
frequencies w,, and w,, and the initial oy, Sy and the sensitivity matrix 0K /0P can be
calculated.

Step 2: Computing stiffness matrix K, solve Equation (1), and Equations (8) to (10)
for k = 1.

Step 3: Solve Equation (5) to get the unknown parameter dP*, and update P**! =
P* + dP*.

Step 4: The total number of iteration k is determined when the following convergence
criteria are met: ’dpj /p]‘ < e =103 45 = 1,...,m + 2. If the criterion is met, the
iterative process stops. Otherwise, set £ = k£ 4+ 1 and return to Step 2, repeating until
convergence is achieved.

3. Numerical Simulation Study.

3.1. A multi-layered rock mass structure. Assuming a multi-layered structure for
rock mass in numerical analysis is a prevalent method, highly effective for simulating and
analyzing the physical behavior of rock masses.

An axisymmetric finite element model with a 20 m x 20 m, consisting of 441 8-node solid
elements and 1408 nodes, is shown in Figure 2(a). The minimum mesh size is 0.0095 m.
The five red dots in Figure 2, designated as A, B, C, D, and E, respect to the five
accelerometers laid out horizontally in the same direction. Their respective distances from
the 5.5 kN weight with excitation point are 0.3 m, 0.6 m, 1.2 m, 2.4 m, and 4.8 m.
Acceleration responses at point A in the x-, y- and z-directions were recorded, but only the
z-direction acceleration response was used to obtain displacement-time histories as input
data. This response is believed to contain more of the strain energy in the structure’s
vibration motion. We assume that the first and second layers of rock mass are loose-
and flesh-colored, respectively. The initial value of elastic moduli for the first and second
layers as Fy = 7.36 GPa and FEy; = 8.08 GPa, respectively, based on previous experimental
data and literature reviews that suggest these values are representative of the materials
used. The Poisson’s ratio was chosen to be 0.23, which is a typical value for isotropic
materials within the elastic range. The density of 1770 kg/ m” was selected to match the
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F1GURE 1. Flow chart of parameter inversion estimation procedure
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F1GURE 2. The in-site of the shock vibration experiment with layered me-
dia of the simulated rock mass: (a) FE mesh; (b) the location of the ac-
celerometers

known density of the material in question, ensuring that the mass properties used in the
simulation align with real-world characteristics.

3.2. Accuracy of dynamic forward analysis. The natural angular frequency w and
fundamental frequency f of the structure were determined via eigenvalue analysis. With
an assumed damping ratio £ of 3%, two angular frequencies were arbitrarily selected to
verify the optimality of different combinations. The damping coefficients o and 3 were
calculated using o = 2w, w, &/ (W + wy) and B = 26/ (wy, + wy), representing the true
values of the rock mass damping coefficients. In this work, the calculation of eigenvalues
was extended to the 30th order, and five sets of angular frequencies were freely combined
to obtain their respective true values of damping coefficients, as shown in Table 1.

TABLE 1. True values of damping coefficients for different combinations

ap (1/8) Bo (8) Note

case 1| 6.3311 |1.3867 x 10~* | 1st and 2nd order

case 2 | 9.3568 |4.7783 x 107° | 1st and 30th order
case 3 | 8.8284 |6.3654 x 107 | 1st and 15th order
case 4 | 32.075 | 2.8058 x 107° | 29th and 30th order
case 5| 26.698 |3.2727 x 107° | 15th and 30th order

The true values derived from these calculations are then input into the forward analysis
to generate the displacement-time histories at the five observation points for each of the
five groups of cases, as shown in Figure 3.

At observation point A, which exhibits the most significant variation, it is evident that
the peak of the blue curve is delayed relative to the other curves, strongly suggesting
that g is the predominant parameter influencing viscous damping. Given that the peak
displacements and their corresponding elapsed times for the other groups are comparable
to those at point A, it is justified that angular frequencies can be freely combined within



640 R. HUANG, T. SEIKI, Q. DONG, S. YAMAOKA AND O. AYDAN

A-case1 A-case2

’g -0.2 - B-case1 B-case2
=3 C-case1l C-case2
= D-case1 D-case2
5 —— E-casel E-case2
£.04 .

3 E. —— A-case3 —— A-case4
= £ B-case3 B-case4
2 § ' C-case3 C-case4
A -0.6 |-2- D-case3 D-case4
2 E-case3 E-case4

T : case 4
o76b case 3 \\ case 2 A-case5 C-case5
'08 ~ 0.0058 0.0060 0.0062 B-case5 D-caseb

Time(s) — E-caseb
L | | L | L | L | L |
0.000 0.002 0.004 0.006 0.008 0.010 0.012

Time(s)

FIGURE 3. (color online) The displacement of 5 measurements points with
different cases

our study. Subsequently, these combinations were individually compared against the ob-
servational data.

3.3. Parameters inversion estimation. The rock mass was subject to the vibration
excitation in three directions as plotted in Figure 4. The damping model in Equation (2)
was adopted with damping ratio £ of 3% in the computation of the dynamic response
for the parameters inversion estimation. In the iteration procedure, the initial values
for elastic moduli and Rayleigh damping were assumed to be their true values. Elastic
moduli and Rayleigh damping were identified simultaneously. The sampling frequency is
500 Hz and the responses recorded in 0.04 second are used for the identification of elastic
moduli and Rayleigh damping with the parameter vector P = (Ey, Es, ..., E,, «, B)T.
The sensitivities of the 0i/dp;, 0u/0dp; and du/dp; response in z-direction with respect to
the elastic moduli and Rayleigh damping coefficients were computed using the Newmark-/
method for step-by-step time integration.

L vibration excitation in three directions
04 —/N\—X

& —fe _y
\m TJ' l,r”A K ’ Z
E 02

=

.S

=

=

= 00 LKA KK
5]

<

-0.2
1 1 1 1 1 1 1

0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040

Time (s)

FI1GURE 4. The vibration excitation in x-, y- and z-directions

3.4. Effect of seed value. The effect of different seed values on the identified results
is also studied with the “measured” displacement response simulated from the analyti-
cal model. The study examines various seed values, including the range of seed values,
damping coefficients, and the number of measurement points.
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3.4.1. Selection of seed values. In-depth investigation of the influence of seed value se-
lection on the inversion outcomes of rock mechanical parameters was conducted. A total
of 4000 sets of initial values were randomly generated within the range spanning 50% to
150% of the true values. Each set was subjected to 1000 simulations for four parameters
(E1, Es, «r, B). The diversity and randomness of the seed values were ensured through the
application of the Monte Carlo method, simulating the parameter uncertainty likely to
be encountered in practical engineering applications.

To visually represent the distribution characteristics of these seed values, a scatter den-
sity plot was constructed as shown in Figure 5, which vividly illustrates the distribution
of initial values within various intervals. It was found that the initial values were rela-
tively evenly distributed across each interval, offering a rational basis for the subsequent
inversion calculations.

12

—_ —_
(=] —_
T T

O
T

Seed value of elastic modulus (GPa)
Seed value of elastic modulus (GPa)

3 1 1 1 1 1 1 1 1 1 3 n 1 n 1 n 1 L 1 L 1 " 1 n 1 L 1 L 1 "
50% 60% 70% 80% 90% 100% 110% 120% 130% 140% 150% 50% 60% 70% 80% 90% 100% 110% 120% 130% 140% 150%
The range of seed values The range of seed values
(a) (b)

Seed value of Mass coefficient

6

3 1 1 1 1 L L 1 L 1 1 1 1 1 1 1 1 1 1
50% 60% 70% 80% 90% 100% 110% 120% 130% 140% 150% 50% 60% 70% 80% 90% 100% 110% 120% 130% 140% 150%
The range of seed values The range of seed values
(c) (d)

FIGURE 5. The range of seed values for back calculation: (a) Elastic mod-
ulus Fy, (b) elastic modulus Es, (¢) Rayleigh damping coefficient «, and
(d) Rayleigh damping coefficient g
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However, utilizing all 4000 sets of data for inversion calculations is impractical due
to the immense computational resources and time consumption. To address this issue, a
subset of initial values was selected, comprising 50%, 60%, 70%, ..., 150% of the true
values, as well as the average values of the intervals between these percentages, resulting
in a total of 21 representative sets. These were used to conduct inversion calculations to
assess their impact on the inversion outcomes. The computational results are presented
in Table 2.

TABLE 2. Inversion values with different seed values

E; (GPa) E, (GPa) a (1/s) B (s)
Case True value Seed |Inversion| Seed |Inversion| Seed |Inversion E;ﬁi In:;:leeon
value | value | value | value |value| value (x10-%) | (x104)
1 50% 3.6800 | 6.0710 |4.0400| 8.1107 |3.1656| 3.1693 | 6.9335 | 1.1958
2 | 50% to 60% Avg. |4.0488 | 6.0723 |4.4370| 8.1064 |3.7397| 3.7434 | 7.6176 | 1.1943
3 60% 4.4160 | 6.0699 |4.8480 | 8.1058 |3.7987| 3.8012 | 8.3202 | 1.1941
4 | 60% to 70% Avg. |4.7768 | 6.0715 |5.2692| 8.1037 |4.0981| 4.0999 | 8.9863 | 1.1933
5 70% 5.1520 | 6.0685 |5.6560 | 8.1006 [4.4318| 4.4333 | 9.7069 | 1.1923
6 | 70% to 80% Avg. | 5.5267 | 6.0725 |6.0000| 8.0989 |4.7439| 4.7350 | 1.0361 | 1.1916
7 80% 5.8880 | 6.0709 |6.4640 | 8.0963 |5.0649| 5.0653 | 1.1093 | 1.1907
8 | 80% to 90% Avg. | 6.2381 | 6.0748 |6.8825| 8.0931 |[5.3818| 5.3742 | 1.1813 | 1.1897
9 90% 6.6240 | 6.0688 |7.2720| 8.0908 [5.6989| 5.6970 | 1.2480 | 1.1888
10 1 90% to 100% Avg. | 6.9722 | 6.0748 |7.6383 | 8.0873 [6.0199| 6.0143 | 1.3145 | 1.1877
11 100% 7.3600 | 6.0705 |8.0800| 8.0855 [6.3311| 6.3284 | 1.3867 | 1.1870
12 |100% to 110% Avg.| 7.7390 | 6.0684 |8.6268 | 8.0832 [6.6738| 6.6751 | 1.4572 | 1.1861
13 110% 8.0960 | 6.0703 |8.8880 | 8.0808 [6.9642| 6.9595 | 1.5253 | 1.1853
14 |110% to 120% Avg.| 8.4292 | 6.0671 |9.3103 | 8.0786 |7.2678| 7.2704 | 1.5993 | 1.1845
15 120% 8.8320 | 6.0682 |9.6960| 8.0761 |7.5973| 7.5906 | 1.6640 | 1.1836
16 |120% to 130% Avg.| 9.1961 | 6.0669 |10.0546| 8.0737 |7.9185| 7.9110 | 1.7379 | 1.1827
17 130% 9.5680 | 6.0698 [10.5040| 8.0719 |8.2304| 8.2230 | 1.8027 | 1.1820
18 |130% to 140% Avg.| 9.9383 | 6.0686 |10.9357| 8.0695 [8.5432| 8.5376 | 1.8664 | 1.1812
19 140% 10.3040| 6.0669 [11.3120| 8.0667 |8.8635| 8.8621 | 1.9413 | 1.1802
20 [140% to 150% Avg.|10.6607| 6.0686 [11.7426| 8.0643 |9.1744| 9.1536 | 9.8672 | 1.1794
21 150% 11.0400| 6.0652 [12.1200 8.0611 [9.4967| 9.5510 | 2.0800 | 1.1782

Subsequently, a statistical analysis was conducted on each set of inversion results. This
analysis calculated the standard deviation and variance to quantify the dispersion of the
inversion values. The results of this analysis are presented in Table 3.

TABLE 3. Statistical analysis of inverted rock mechanics parameters

Parameter | Mean (u) | Standard deviation (Std) | Variance
E; (GPa) 6.0698 2.823 x 1073 6.348 x 1076
E, (GPa) 8.0846 2.512 x 1072 6.312 x 1074
a (1/s) 3.1693 1.941 x 103 3.749 x 106
B (s) 1.1958 x 10~* 2.080 x 1076 4.384 x 10719

The results demonstrate that the standard deviations and variances of the inversed
rock mechanics parameters (Ey, Es, «, () fall within acceptable ranges, indicating that
the identification process possesses stability and independence, even when the seed values
are subject to considerable variation.

To provide a visual representation of these outcomes, comparison graphs between the
inversed values and the true values have been constructed as shown in Figure 6. The
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FIGURE 6. The identification results of 21 cases: (a) Elastic moduli;
(b) Rayleigh damping coefficient

figure illustrates that the inversed values closely follow the true values, despite the seed
values exhibiting substantial variation across a broad range, thereby further validating
the stability and reliability of the inversion process.

3.4.2. Damping coefficients. Different scenarios involving damping coefficients in rock
masses were investigated to understand their impact on the inversion process. Specifi-
cally, mass coefficients («) and stiffness coefficients () were identified separately. The
various damping identification scenarios are detailed in Table 4.

TABLE 4. Inversion value of different damping coefficients

Elastic moduli (GPa) Rayleigh damping
Seed value E E, a (1/s) B (x1071) (s) | Iterations (No.)
7.36 8.08 6.3311 1.3867
case 1 6.07 8.09 6.3311 1.1869 7
case 2 6.07 8.09 6.3311 1.1869 7
case 3 6.04 8.42 6.3362 1.1869 6

According to Table 4, Figure 7 is plotted, and it can be observed more intuitively that
the required accuracy and iteration times for identifying four parameters simultaneously
are almost the same as those for identifying only three parameters. This indicates that
even when identifying parameters of different orders of magnitude simultaneously, the
identification process can still converge rapidly. However, when [ is fixed and only three
parameters (Eq, Fy, ) are identified, as in the case 3 of Table 4, the inversion results
for the elastic modulus E, are not as accurate as in case 1 (where both a and f are
included in the inversion), which is consistent with the conclusion that  is sensitive in
the identification process.

3.4.3. The number of measurement points. Different numbers with measurement points on
the surface of rock mass are investigated. In the process of identifying rock mass material
parameters, it is crucial to discuss the impact of the number of measurement points on the
identification results, as the representativeness and coverage of the spatial variability of
rock mass parameters are affected by the quantity of measurement points. An adequate
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TABLE 5. Inversion values of different numbers of measurement points

Measurement | Elastic moduli (GPa)|Rayleigh damping coefficient )
: — Iterations (No.)

point (No.) E, E, a (1/s) B x107* (s)

1 6.08 791 6.3312 1.1429 5

2 6.08 7.98 6.3294 1.1569 5

3 6.07 8.04 6.3283 1.1738 5

4 6.07 8.08 6.3285 1.1863 7

5 6.07 8.09 6.3311 1.1869 7

number of measurement points can more comprehensively reflect the heterogeneity of
the rock mass, which may also affect the accuracy and stability of the algorithm, as
some algorithms require a sufficient number of data points to ensure the convergence and
accuracy of the solution [25]. Accordingly, the following discussion, detailed in Table 5,
examines these effects.

The analysis from Figure 8 indicates that the identification results of the elastic moduli
are independent of the number of observation points. The identification results for the
Rayleigh damping coefficients show subtle changes, with a higher quantity of measurement
data leading to greater accuracy in the identification results. This reaffirms the sensitivity
of B in the back calculation process. However, the negligible differences in precision also
demonstrate that the inversion method possesses considerable robustness, enabling stable
parameter identification even with a limited measured data. This is also associated with
the rock mass exhibiting a good degree of uniformity within the scope of investigation,
without pronounced signs of heterogeneity or anisotropy.

4. Discussions. In comparison with other damping identification methods, the approach
presented in this study exhibits a heightened tolerance to variations in seed values. It
is capable of concurrently identifying the elastic moduli and Rayleigh damping of rock
masses, addressing the challenges faced by conventional methods in determining stiffness
coefficients, which are often subject to uncertainty. The method also demonstrates the
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advantage of rapidly converging to determine damping parameters. However, the influence
of fractures and faults, as well as the heterogeneity and anisotropy of rock mass, are not
considered. Although the continuum mechanics-based model provides a general framework
for understanding rock behavior, it may not fully capture the nuances introduced by
these geological complexities. Additionally, while the research discusses the impact of the
number of measurement points on the identification process, the effect of relying solely
on data from individual measurement points has not been thoroughly investigated.

5. Conclusions. A procedure is proposed for identifying the Rayleigh damping coeffi-
cients and elastic moduli of rock mass in the time domain. This procedure utilizes com-
puted displacements derived from numerical finite element (FE) analysis, displacement
sensitivity analysis, and the truncated singular value decomposition (TSVD) approach.
The effectiveness of this method was validated through a sensitivity analysis using diff-
erent initial system values, and the results indicated that the method exhibits high ro-
bustness against variations in initial seed values. Further confirmation was provided by
Monte Carlo simulations and statistical analysis, demonstrating that the inversion results
for rock mass mechanical parameters remain consistently stable and dependable, even in
the presence of uncertainty associated with initial seed values.

The findings of this study highlight the potential for further research that could further
refine the model by incorporating geological complexities such as fractures, faults, het-
erogeneity, and anisotropy. Incorporating these factors into the model can significantly
enhance its predictive power and provide a more nuanced understanding of rock mass be-
havior. Additionally, future work should consider the impact of variability in data sources
and the potential benefits of using data from multiple measurement points to ensure the
accuracy and robustness of the identification process.
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