TESTING FOR LÉVY TYPE JUMPS IN JAPANESE STOCK MARKET UNDER THE FINANCIAL CRISIS USING HIGH-FREQUENCY DATA
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ABSTRACT. In this paper, we tested for Lévy jumps using the Lee-Hannig (LH) method and verified that they exist in Japanese stock market. We specifically focus on and use data in 2008 since the financial crisis occurred then. We also estimate distributions for the sizes of jumps and their frequencies with the LH method.
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1. Introduction. In this paper, we detected the existence of Lévy jumps in Japanese stock market through hypothesis testing. As literature has pointed out, Brownian motion (Gaussian white noise and the Wiener process) is insufficient to describe the randomness of fluctuations in stock prices, e.g., fat-tail problems. Consequently, many researchers and practitioners are beginning to apply jump-diffusion models and Lévy jump models as stock price processes to problems of finance. There have been several empirical results with respect to financial markets, e.g., Akahori and Liu [2], Fujisaki and Zhang [6]. However, there have been few results (if they exist, they would mainly be in U.S. markets) with respect to the existence of jumps in stock markets. To confirm researches concerning jump-diffusion and Lévy jump models are worth while, we attempt to test for jumps, especially in Japanese market, which is one of the most important stock markets in the world.

When we model stock price processes mathematically under Markovian settings, we group them into three types of categories: (i) using only Brownian motion noise, (ii) using Brownian motion noise and Poisson jump noise, and (iii) using Lévy jump noise. Note that Lévy jumps include Brownian motion and Poisson jumps. An important feature of the method of analysis discussed in this paper is that we can consider two causes for extensive changes in stock price processes, i.e., jumps and large volatility values. Volatility is a parameter that characterizes the extent of variations in stock price processes. Hence, we need to test the hypothesis after eliminating the effect of volatility to determine whether jumps exist. Our method of analysis, which is explained below, eradicates their influence by using a kind of “standardization”. Therefore, we can distinguish large movements in stock price processes caused by jumps from those caused by high volatility values. Various methods of detecting the existence of Poisson jumps (for (ii)) have been presented by several authors, e.g., the Barndorff-Nielsen and Shephard (BNS) [5], the Jiang and Oomen (JO) [7] and the Lee and Mykland (LM) [9] methods. The empirical results from using these methods have been presented by Tassel [12] for the New York Stock Exchange and by Barada, Kubo and Yasuda [4] for Japanese stock markets. Methods relevant to Lévy jumps (for (iii)) have recently been introduced by Aït-Sahalia and Jacod (AJ) [1] and Lee
and Hannig (LH) [8]. The authors also presented a few empirical results obtained with their methods from U.S. stock markets. However, there are no results for Japanese stock markets. These tests for whether jumps exist are not only important to financial fields but also other applications that are related to jump processes, e.g., those described by Qiu et al. [10] and Su et al. [11].

We apply the LH method to Japanese markets since it cannot only detect whether jumps exist but also points in time that had jumps (jump-times). We can also estimate distributions in the sizes of jumps and their frequencies in stock price processes through results obtained from jump times. We study the features of Lévy jumps in Japanese stock markets during the financial crisis that happened in September 2008. Therefore, in order to understand the features of the financial crisis, we use data of the Nikkei225 and individual stocks, which are used to construct the Nikkei225, from April 2008 to March 2009 (referred to as 2008 after this). We also compare these with the results from the next year (April 2009 to March 2010, referred to as 2009 after this).

This paper is organized as follows. Section 2 explains our method of testing for jumps, i.e., the LH method. Section 3 presents empirical results from the Japanese stock market in 2008. We treat the existence of jumps in Section 3.1 and provide estimates of distributions in jump sizes and their frequencies in Section 3.2. Conclusions are presented in Section 4.

2. Lee-Hannig Test for Jumps.

2.1. Models. Let \([0,T]\) be a fixed time interval, where \(T > 0\) represents maturity. We denote \(S_t\) as the asset price at time \(t\). When there are no jumps in the stock price, we assume that log-price

\[
d\log S_t = \mu_t dt + \sigma_t dW_t,\]

(1)

where \(W_t\) is standard Brownian motion drift \(\mu_t\) and spot volatility \(\sigma_t\) are adapted processes such that the underlying process is diffusion, which only has continuous sample paths. When there are Lévy jumps, we assume that \(S_t\) is given by a Lévy jump-diffusion model as

\[
d\log S_t = \mu_t dt + \sigma_t dW_t + dL_t,\]

(2)

where \(L_t\) is an adapted Lévy jump process with Lévy jump measure \(\nu\) that is independent of \(W_t\). Observation of \(S_t\), or equivalently \(\log S_t\), only occurs at discrete times \(0 = t_0 < t_1 < \cdots < t_n = T\). Here, we assume that observation times are equally spaced: \(\Delta t = t_i - t_{i-1}\) for \(i = 1, 2, \cdots, n\). We also impose the following necessary assumption on price processes.

**Assumption 1. Properties of drift \(\mu_t\) and diffusion \(\sigma_t\) processes:** For any \(\epsilon > 0\),

- \((A1.1)\) \(\sup_{i=0,1,\ldots,n-1} \sup_{t_i \leq u \leq t_{i+1}} |\mu_u - \mu_{t_i}| = O_p(\Delta t^{1/2-\epsilon})\),
- \((A1.2)\) \(\sup_{i=0,1,\ldots,n-1} \sup_{t_i \leq u \leq t_{i+1}} |\log \sigma_u - \log \sigma_{t_i}| = O_p(\Delta t^{1/2-\epsilon})\).

We use the \(O_p\) notation in this study to mean that, if for each \(\delta > 0\) for random vectors \(\{X_n\}\) and nonnegative random variable \(\{d_n\}\), \(X_n = O_p(d_n)\), there eventually exists finite constant \(M_\delta\) such that \(P(|X_n| > M_\delta d_n) < \delta\).

2.2. Method of detecting large jumps. This section explains the method we used for detecting large jumps, which was reported by Lee and Hannig. We introduce window size \(K \in \mathbb{N}\), which is used to estimate volatility values.

**Definition 2.1.** (Definition 1 in Lee and Hannig [8]) The piecewise constant process, \(J_t\), which will be used to test whether there was a Lévy jump from \(t_{i-1}\) to \(t_i\), is defined for
\[ t \in (t_{i-1}, t_i) \]

\[ J_t := \log\left( \frac{S_{t_i}}{S_{t_{i-1}}} \right) \sigma_t \Delta t^{1/2}, \]

where for any \( g > 0, 0 < \omega < 1/2, \) and \( t \in (t_{i-1}, t_i), \)

\[ \hat{\sigma}_t^2 := \frac{\Delta t^{-1}}{K} \sum_{j=i-K}^{i-1} \left( \log \left( \frac{S_j}{S_{t_{i-1}}} \right) \right)^2 I\{ \left| \log\left( \frac{S_j}{S_{t_{i-1}}} \right) \right| \leq g \Delta t^\omega \}, \]

where \( I_A \) is the indicator function for set \( A. \)

**Remark 2.1.**

(1) From Proposition 1 in Lee and Hannig [8], for the process (2), we have \( \hat{\sigma}_\tau P \sigma_\tau \) as \( \Delta \rightarrow 0 \) for any stopping time \( \tau > 0 \) independent of process \( S_t \) under \( K \rightarrow \infty, \Delta t K \rightarrow \infty \) and Assumption 1.

(2) Lee and Hannig [8] proposed that the way to choose the window size was to find an optimal \( K = b \Delta^c, \) with \(-1 < c < 0\) for some constant \( b. \) We used this approach in our analysis.

Theorem 2.1 below describes the limiting behavior of their test statistics.

**Theorem 2.1.** (Proposition 2 in Lee and Hannig [8]: Large Lévy jump-detection rule). Let \( J_t \) be the same as in Definition 2.1 and \( K \rightarrow \infty \) and \( \Delta t K \rightarrow 0. \) Suppose the process follows (1) and Assumption 1 is satisfied. Then, as \( \Delta t \rightarrow 0, \)

\[ \max_{t \in (t_{i-1}, t_i)} \frac{|J_t| - C_n}{S_n} \overset{D}{\rightarrow} \xi, \]

where \( \xi \) has cumulative distribution function \( P(\xi \leq x) = \exp(-e^{-x}), \)

\[ C_n = (2 \log n)^{1/2} - \frac{\log \pi + \log(\log n)}{2(2 \log n)^{1/2}} \] and \( S_n = \frac{1}{(2 \log n)^{1/2}}. \)

**Remark 2.2.** Under the null hypothesis “there is no jump on \( (t_{i-1}, t_i) \),” we detect the arrival of large jumps at testing time \( t_i \) if the absolute value of the test statistic is bigger than \( q_{\alpha} S_n + C_n, \) where \( q_{\alpha} \) is the \( \alpha \) quantile of the limiting distribution of maximum \( \xi. \)

2.3. Method of detecting small jumps. Next, we will describe our approach to finding the presence of small jumps.

**Theorem 2.2.** (Proposition 3 in Lee and Hannig [8]). Let \( J_t \) be the same as in Definition 2.1 and \( K \rightarrow \infty \) and \( \Delta t K \rightarrow 0. \) Suppose the process follows (1) and Assumption 1 is satisfied. Then, as \( \Delta t \rightarrow 0, \)

\[ J_t \overset{D}{\rightarrow} N(0,1), \]

where \( N(0,1) \) denotes a standard normal random variable, and hence, as \( \Delta t \rightarrow 0, \)

\[ \Phi(J_t) \overset{D}{\rightarrow} U(0,1), \]

where \( \Phi(x) \) is the cumulative distribution function of the standard normal distribution and \( U(0,1) \) denotes a uniform random variable.

Theorem 2.2 states that if there is no jump for the stock price process, the distribution of statistic \( J_t \) converges to a standard normal distribution. Therefore, when we prepare a QQ-plot graph for the data set of \( J_t \) under the null hypothesis “there is no jump for the stock process on \( (t_{i-1}, t_i) \),” the graph is a straight line which has almost a 45% gradient. Moreover, we draw a confidence interval with a certain significance level (SL) in the QQ-plot graph. If there are some real data outside the confidence interval, then we determine
that jumps are present. After that, we calculate function $b(t)$, which is called a “belief measure” in Lee and Hannig [8], and when $b(t) \geq 1-(SL)$, we determine that there is a jump at time $t$. Then, we exclude time periods that are determined as large jumps from Theorem 2.1. Finally, the residual data are considered to be small jumps in the Lévy process. For more details on the belief measure, we refer readers to Section 3.4 in Lee and Hannig [8].

3. Empirical Results for Japanese Markets under the Financial Crisis. This section presents some empirical results with respect to Japanese markets. Here, we use the tick data from Nikkei-NEEDS in our experimental study and analyze the Nikkei225 index and composition elements of Nikkei225 for individual stocks. More Precisely, we exclude stocks that had stock splits in 2008. Andersen, Bollerslev, Diebold and Ebens [3] also point out that when 5-min-interval data are used, we can cut off microstructure noise like that in bid-ask bounces. We unify the significance level to 1% for every statistical test discussed in this paper.

3.1. Existence of jumps. This section presents the results for the presence of jumps in the Japanese stock market in 2008. Figure 3.1 is a table that lists the average numbers of large jumps and small jumps in each industry sector and the Nikkei 225 obtained with the LH method. We can not only find that there are large jumps from the results, but small jumps, which could not be determined by Barada et al. [4] who used the BNS, JO, and LM methods. Compared to individual stocks (from “a” to “ai” in Figure 3.1), the Nikkei225 has fewer jumps for both types since the Nikkei225 is an index of several stocks so that the value is considered to be a kind of averaged value of several individual stock prices and fluctuations are smaller than those in individual stocks.

Figure 2 plots fluctuations in the Nikkei225 in 2008 (solid line), its volatility (dotted line and y2-axis), and three kinds of time-points ($\times$, $\triangle$ and $\ast$) in jumps for the Nikkei225. The cross $\times$ denotes a detected point for all jumps obtained with the LH method, the triangle $\triangle$ denotes a point detected in a large jump with the LH method, and the asterisk $\ast$ denotes a point detected in a large jump with the LM method, which was studied by Barada et al. [4]. The Lehman shock occurred worldwide in September 2008 and we can see some jumps during its span with both methods (LH and LM). The wild movements still continue in October but we cannot observe that many jumps with the LM method or test for large jumps with the LH method. Here, we need to look at volatility values and these rapidly increase in October; consequently, we can conclude that the main element responsible for violent fluctuations in October is variations in volatility. However, note that the LH method discovers several small jump points in October. The LH method detects 32 large jumps and 22 small jumps in 2008 and we find 30 large jumps with the LM method. According to the results, the LH method obtains more jumps than the LM method, and we can constantly observe small jumps throughout the year from Figure 2.

3.2. Distribution of jump sizes and frequencies. We will next present some results with respect to jump sizes and their frequencies, viz., their average values, estimated distributions, and the $p$-values for the Kolmogorov-Smirnov test, which is used when we

---

want to test whether two distributions are the same or not under the null hypothesis where both distributions are the same. We consider consistency in jump sizes and frequency distributions between an industry and the Nikkei225. To estimate the distributions we use the kernel density method with the Gaussian kernel (see [13]). And we also compared differences in distributions between 2008 and 2009.

The left-hand side of “Size-Large” and “Size-Small” columns in Table 1 summarize the average values for jump sizes, their right-hand side summarize the standard deviations (SD) in jump sizes, and the “Size-p-value” column summarize the p-values for the Kolmogorov-Smirnov test with respect to “Large” and “Small” jump-size distributions for all sectors of industry.

The average values for both types of jump sizes in almost all industry sectors and the Nikkei225 take negative values in 2008, and all of them are negative specifically in the large jump case. As we well know, because we had the financial crisis in 2008 and stock prices tumbled, the results are intuitive and can easily be accepted. However, as the p-values for jump-size distributions take various values, we are able to deduce various differences in jump-size distributions in sectors of industry. Note that the p-values for jump-size distributions in Trains and Buses (n), Telecommunications (r), Electric Power (t), Gas (ac) and Oil (ae) are larger than the others since they are stable stocks and fluctuations are close to those of the Nikkei225. We can also see that individual stocks are commonly considered to move more violently than the Nikkei225 index from the SD values in Table 1 (the SD for the Nikkei225 is the smallest). However, the SD values for
these industry sectors are relatively small and therefore their jump-size distributions are close to those for the Nikkei225 index. In contrast, the $p$-values for Construction (i), Real Estate (p), Iron and Steel (s), Insurance (z) and Shipbuilding (ab) take small values, so that we can understand that they have different distributions from those in the Nikkei225 index for jump sizes and these are considered to be economically sensitive or business cyclical stocks.

Figures 3 and 4 (solid line plots results for electronics sector (a) and dotted line plots the Nikkei225) give estimated distributions for both types of jump sizes in the electronics sector through kernel density estimation and we compare them to those of the Nikkei225. When we look at the $p$-values for electronics sector in the jump sizes of Table 1, we can see that they are comparatively small; thus, we see that the distributions are somehow different from those of the Nikkei225. We can also understand differences from the figures, especially for the features of the tails (Electronics sector has a fat tail). Therefore, when we model jump-size distributions for stocks in the electronics sector and other sectors that have small $p$-values in Table 1, we should use different distributions from those in the Nikkei225.

Figures 5 and 6 (solid line denotes 2008 and dotted line denotes 2009) give estimated distributions for both types of jump sizes in the Nikkei225 index through kernel density estimation and we compare them to those of the Nikkei225. When we look at the $p$-values for electronics sector in the jump sizes of Table 1, we can see that they are comparatively small; thus, we see that the distributions are somehow different from those of the Nikkei225. We can also understand differences from the figures, especially for the features of the tails (Electronics sector has a fat tail). Therefore, when we model jump-size distributions for stocks in the electronics sector and other sectors that have small $p$-values in Table 1, we should use different distributions from those in the Nikkei225.
mean values for “Large” and “Small” jump-sizes in the Nikkei225 in 2009 are 0.0007 for the former and −0.00048 for the latter and their $p$-values are $5.89 \times 10^{-6}$ and $6.66 \times 10^{-3}$. Note that the mean values for “Large” jump sizes in 2009 takes a positive value and both $p$-values are quite small, so that fluctuations in jumps in 2008 markets can be distinguished from those in 2009. We can see that there are more and larger negative jumps in 2008 than in 2009 from the two figures.

![Figure 7. Electronics-freq. (large)](image1)

![Figure 8. Electronics-freq. (small)](image2)

Figure 7. Electronics-freq. (large)  \hspace{1cm} Figure 8. Electronics-freq. (small)

The right half of Table 1 provides average values for time intervals between one jump and the next (where “1” denotes one year so that “0.5” represents a half year), and SD values and $p$-values for frequency-distributions from the Kolmogorov-Smirnov test between industry sectors and the Nikkei225. We find from the $p$-values for frequency-distributions that most distributions of industry sectors do not differ from those of the Nikkei225. Hence, when we model jump frequencies, we do not distinguish individual stocks from the Nikkei225. We plotted graphs for the frequency distributions in the electronics sector (a) (Figures 7 and 8, solid line denotes Electronics and dotted line denotes the Nikkei225). It is difficult to find differences between distributions for the electronics sector and the Nikkei225 in either figures. An interesting finding from these figures is that the average value for large-jump frequencies in the Nikkei225 index is 0.0305, but the median value for large-jump frequencies in the Nikkei225 index is 0.0115. We can see from the average values that when there is a jump, the next jump occurs within 2 weeks, but from the median value, the probability that the next jump will occur within 3-days is 50%. Hence, we can understand that once there is a jump in the Nikkei225 index, we continuously have jumps in 2008. This can also be seen for individual stocks.

Finally, let us compare the frequency distributions for the Nikkei 225 in 2008 to those in 2009 as jump-size distributions (Figures 9 and 10, solid line denotes 2008 and dotted line denotes 2009). The average values for large and small jump time intervals correspond to 0.0279 and 0.1622 and the $p$-values for the Kolmogorov-Smirnov test for jump-frequency distributions are 0.1843 and 0.3647. We also cannot find differences in the years from the $p$-values.

4. Conclusions. We tested for the existence of Lévy jumps in Japanese stock markets with the Lee and Hannig method [8]. We specifically studied data from the Nikkei225 and individual stocks for 2008, in which the world financial crisis occurred. As a result, we observed not only large (Poisson) jumps but also small Lévy jumps. We also found the wild movements in September 2008 were caused by jumps, but the fluctuations in
October were generated by rising volatility. Next, we compared the distributions in jump sizes for the Nikkei225 to those in industry sectors with the Kolmogorov-Smirnov test, and concluded that there were some differences in most sectors. We also found that there were differences between distributions for 2008 and 2009. However, when we compared distributions in the jump-time intervals between them, we could not detect differences in most industry sectors or years.

**Figure 9.** Nikkei225-freq. (large)  
**Figure 10.** Nikkei225-freq. (small)

**Table 1.** Averages and p-values of jump-sizes and frequencies by LH method

<table>
<thead>
<tr>
<th>Type</th>
<th>Size</th>
<th>Frequency</th>
<th>Large</th>
<th>Small</th>
<th>p-value</th>
<th>Large</th>
<th>Small</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Large</td>
<td>0.0062</td>
<td>0.0279</td>
<td>0.0052</td>
<td>0.0174</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0065</td>
</tr>
<tr>
<td>b</td>
<td>Small</td>
<td>-0.0051</td>
<td>0.0197</td>
<td>-0.0063</td>
<td>0.0279</td>
<td>-0.0052</td>
<td>0.0174</td>
<td>-0.0050</td>
</tr>
<tr>
<td>c</td>
<td>Medium</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
</tr>
<tr>
<td>d</td>
<td>Large</td>
<td>0.0062</td>
<td>0.0279</td>
<td>0.0052</td>
<td>0.0174</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0065</td>
</tr>
<tr>
<td>e</td>
<td>Small</td>
<td>-0.0051</td>
<td>0.0197</td>
<td>-0.0063</td>
<td>0.0279</td>
<td>-0.0052</td>
<td>0.0174</td>
<td>-0.0050</td>
</tr>
<tr>
<td>f</td>
<td>Medium</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
</tr>
<tr>
<td>g</td>
<td>Large</td>
<td>0.0062</td>
<td>0.0279</td>
<td>0.0052</td>
<td>0.0174</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0065</td>
</tr>
<tr>
<td>h</td>
<td>Small</td>
<td>-0.0051</td>
<td>0.0197</td>
<td>-0.0063</td>
<td>0.0279</td>
<td>-0.0052</td>
<td>0.0174</td>
<td>-0.0050</td>
</tr>
<tr>
<td>i</td>
<td>Medium</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
</tr>
<tr>
<td>j</td>
<td>Large</td>
<td>0.0062</td>
<td>0.0279</td>
<td>0.0052</td>
<td>0.0174</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0065</td>
</tr>
<tr>
<td>k</td>
<td>Small</td>
<td>-0.0051</td>
<td>0.0197</td>
<td>-0.0063</td>
<td>0.0279</td>
<td>-0.0052</td>
<td>0.0174</td>
<td>-0.0050</td>
</tr>
<tr>
<td>l</td>
<td>Medium</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
<td>0.0296</td>
<td>0.0050</td>
<td>0.0279</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

Note: The table presents sample averages and p-values for jump sizes and frequencies using the Lehoczky-Hwang (LH) method.
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